GALA: A High Performance Graph Neural Network
Acceleration LAnguage and Compiler

DAMITHA LENADORA, University of Illinois at Urbana-Champaign, USA
NIKHIL JAYAKUMAR, University of Texas at Austin, USA

CHAMIKA SUDUSINGHE, University of Illinois at Urbana-Champaign, USA
CHARITH MENDIS, University of Illinois at Urbana-Champaign, USA

Multiple frameworks and optimizations have been proposed for accelerating Graph Neural Network (GNN)
workloads over the years, achieving sizable runtime performance improvements. However, we notice that exist-
ing systems usually explore optimizing either at the intra-operator level or at the inter-operator level, missing
synergies that exist due to their compositions. Further, most existing works focus primarily on optimizing the
forward computation of GNNs, often overlooking opportunities for training-specific optimizations.

To exploit these missed optimization opportunities, we introduce GALA, a domain-specific language (DSL)
and a compiler that allows composing optimizations at different levels. The GALA DSL exposes intra-operator
transformations as scheduling commands, while we introduce novel inter-operator transformations as part
of the compiler. The composition of these transformations is made possible through the introduction of two
novel intermediate representations (IR) in the GALA compiler that tracks and composes transformations
at both the intra- and inter-operator levels. Further, the IRs maintain a global view of the GNN program,
including its training process. This allows us to introduce training-specific transformations to aggressively
optimize GNN training. Our evaluations show that GALA achieves a geo-mean speedup of 2.55X for inference
and 2.52X for training across multiple systems, graphs, and GNN models. We also show that GALA performs
well across different graph sizes and GNN model configurations, as well as allows users to explore different
methods of performing similar optimizations leading to different tradeoff spaces.
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1 Introduction

Graph neural networks have shown superior prediction performance on graph-structured data
that occur in multiple domains, including cosmology [17], biochemistry [7], social networks [57],
and finance [43]. GNNs benefit from the relations of the input data represented by the input graph,
which is fed as part of the input to a neural network-based machine learning model.

GNN computations are usually expressed as a mix of dense- and sparse-matrix operations.
Dense matrix operations are used to perform standard neural network computations. An example
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Table 1. Comparing GALA against other systems. Categories: 1) Sparse tensor systems, 2) GNN frameworks
and compilers, 3) The system presented by this paper: GALA. (X- Not supported, v'- Fully supported)

%‘ Intra Inter Operator Optimizations | (D Explore both @ Different
& Examples Operator  [Operator Reorder &|(2 Training|Inter- and Intra Op.| Implementations
S Optimizations Selection Specific Optimizations |of Transformations
1 |SparseTIR, dgSparse, TACO v X X X X
2 |DGL, Graphiler, WiseGraph X v X X X
3 GALA v v v v 4

is generalized matrix-matrix multiplication (GEMM), which is used when updating a node or
an edge embedding, using learned weights. Sparse matrix operations are used to perform graph
computations, such as aggregating features of nodes in the graph. [45] showed that these operations
can be lowered down to generalized sparse-matrix dense-matrix multiplications (SpMM) or sampled
dense-dense matrix multiplications (SDDMM). As these sparse operations are not natively supported
by generic deep-learning (DL) frameworks (such as PyTorch [38]), researchers have developed
specialized frameworks on top of them to perform GNN computations. Popular examples include
PyTorch Geometric (PyG) [18] and Deep Graph Library (DGL) [45]. These frameworks directly
map operations written using the message-passing abstraction [45] to sparse primitives. Although
these allow users to easily implement GNNs, many optimization gaps still remain.

Thus, many subsequent works have been proposed to improve the runtime performance of GNNGs.
We summarize these approaches, comparing the optimizations they propose in Table 1. We broadly
categorize them into two classes: ones that perform optimizations within individual operators
(intra-operator, e.g., within an SpMM) and ones that perform optimizations between operators
(inter-operator). Tensor compilers such as TACO [30] and SparseTIR [54] are proficient in producing
highly efficient sparse operations (intra-operator) to enable GNN acceleration. Frameworks such
as dgSparse [56] also optimize at an intra-operator level, as they select the best execution for a
sparse operation among multiple implementations. In comparison, specialized GNN compilers
such as Graphiler [51] perform operator-selection optimizations (inter-operator) that eliminate
redundancies. Although these existing systems provide notable speedups, we observe that they
miss the following optimization opportunities that lead to substantial performance improvements.

Opportunity @: Synergistic Optimization at both Inter-operator and Intra-operator
Levels. Composing optimizations that function on different levels of a GNN computation leads to
a much larger optimization space that can yield significant and synergistic performance benefits.
For example, manipulating the underlying sparse representation while also changing the workload
per thread for an aggregation operation (intra-operator) and then selecting the order of operations
(inter-operator) for an end-to-end GNN computation lead to sizable performance improvements
(more than 1.67x speedup compared to the application of each transformation class in isolation as
seen in Figure 3(b)). However, existing GNN or sparse tensor compilers do not enable compositions
at both the intra-operator and inter-operator levels, as their intermediate representations (IRs)
do not capture a holistic view of a GNN model. For example, the iteration graphs of TACO [30]
can generate a primitive for different sparse formats but cannot perform operator reordering and
selection optimizations that the SeaStar representation of [50] enables, and vice-versa. To go beyond
existing systems, an ideal GNN system should capture program information at different levels.

Opportunity 2): Optimizations Specific for Training. Most optimizations proposed for GNNs
[19, 24, 41, 47, 50, 60] only consider the forward pass and do not perform targeted optimizations for
the backward pass necessary for training. For example, consider a scenario of training on a directed
graph input. The backward pass does not use the same graph as the forward pass, but rather, its
transpose. This results in a graph with a different non-zero distribution and, thus, different optimal
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optimization choices due to the input-sensitive nature of graphs [58]. Further, optimizations such
as moving invariant computations out of the model training loop (e.g. graph aggregations) are
typically not enabled by other systems (leading to speedups of 1.71X over optimizations applicable
to the forward pass as seen in Figure 4). Automatically enabling these and other novel training
optimizations (Section 6.2.1) requires a GNN system to have a representation that captures an
end-to-end global view of the model unrolled across layers and its surrounding training code.

Opportunity 3): Selecting between Different Methods of Implementing a Transforma-
tion. There can be different methods for implementing the same optimization transformation. For
example, consider neighborhood sampling in a graph, where some number of neighbors are selected
for each node. This transformation can be performed by either preprocessing the underlying graph
to create a subgraph (data-sampling) or altering the underlying kernel to sample the graph on the
fly (kernel-sampling). The former transforms the underlying data with an additional preprocessing
overhead and memory, while the latter directly transforms a GNN’s computations. The former is
suitable for faster GNN training, while the latter is suitable under memory-constrained scenarios.
The existing GNN systems do not provide flexibility in selecting such alternative transformations.
To explore different trade-off spaces, an ideal GNN system should expose such choices to the user.

Our Solution. To exploit the above opportunities, we introduce GALA, a domain-specific
language (DSL) and compiler for programming and optimizing GNNs. We use GALA’s language
as a means of obtaining the necessary information to populate the two novel IRs (Data-IR and
Compute-IR) that we introduce as part of GALA for a given GNN model. These separate IRs enable
the tracking of transformations that mutate either data or computations separately to exploit
Opportunity 3). The IRs themselves and the different types of relations we track between the IR
nodes (Section 6.1) facilitate performing compositions at different levels to exploit Opportunity
@. Furthermore, the IRs allow GALA’s compiler to maintain a global view of both the forward
and the backward pass to enable context-aware training optimizations to exploit Opportunity
. This enables the GALA compiler to perform novel global optimizations (e.g., context-aware
optimizations, Section 6.2.1) not possible with existing GNN frameworks. In addition, note that we
design GALA’s language with a separate (a) algorithm (which specifies the execution logic and
is similar to common GNN APIs [18, 45]) and (b) schedule (to expose optimizations) for better
exploration of transformation choices across different graph inputs. In addition to the automatic
inter-operator optimizations that GALA can perform using its IRs, the schedules of GALA expose
intra-operator optimizations with complex input-sensitive behavior for users to optimize. We make
the following contributions in this paper.

e We present GALA, a DSL and compiler to implement and optimize GNNs. The GALA lan-
guage is used to specify the computations (algorithm) of a GNN and any intra-operator
optimizations (schedule) applied (Section 5). The GALA compiler composes both intra- and
inter-optimizations when producing the final executable.

e We introduce two novel IRs as part of the GALA compiler — Data-IR and Compute-IR -
to separately track data-level and compute-level transformations at different granularities
(inter-operator and intra-operator). (Section 6.1)

e We introduce novel compiler-driven GNN optimizations (e.g. training-aware subgraphs) and
provide algorithms for transforming the IRs to enable these optimizations, other optimizations
specified by the scheduling language, and compositions amongst them. (Section 6.2)

e We perform extensive evaluations against four state-of-the-art frameworks and compilers,
four GNN models, and six graph datasets to show that GALA achieves geo-mean speedups
of 2.55x% for inference and 2.52X for training across multiple systems. (Section 8)

GALA is publicly available at https://github.com/ADAPT-uiuc/GALA-GNN-Acceleration-LAnguage.
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2 Background

This section describes GNNs and their computations, in-
cluding the backward pass and a brief overview of appli-
cable optimizations. We then present the computation of

Damitha Lenadora, Nikhil Jayakumar, Chamika Sudusinghe, and Charith Mendis

GNN Model Computation

Node Features @ @

Neural
Network

; ~>
a Graph Convolutional Network (GCN), a popular GNN L | ®Ou(put
model we use as our running example. +- Node Aaaregaton. . —

2.1

Graph Neural Networks (GNNs) combine graph operations
with established neural network operations. Figure 1 shows
the basic building blocks of a GNN model computation.
Typically, inputs to a GNN () are the input graph and
its node features. These features are usually represented
as low-dimensional vectors, which are called embeddings. In (D, the node features for each node
are represented with matching colors. Next, GNNs use these node features in graph operations,
such as the node feature aggregation shown by (2). During this process, node features are passed
along as messages from source to destination and aggregated into a single message using some
aggregation function. Finally (), these aggregated messages are passed through neural network
operations (e.g., a fully connected feedforward layer) to arrive at the final updated messages, which
are used to update the corresponding nodes’ features. This process of aggregation and update
can be applied multiple times, leading to a multi-layer GNN. In addition to aggregate and update
operations, certain GNN models can require other operations. These include edge-based attention
calculation operations and normalization operations.

Kernels and Representations. GNNs use sparse matrix representations and operations to
perform the relevant graph operations. For example, the aggregation operation in ) is lowered to
a sparse matrix dense matrix multiplication (SpMM) [45]. This is essentially matrix multiplication,
with one input matrix being sparse. Multiple formats, including compressed sparse row (CSR) and
Ellpack (ELL), can be used to represent the adjacency matrix of the input graph as a sparse matrix.
In addition to SpMM, another matrix primitive commonly found in GNNs is sampled dense-dense
matrix multiplication (SDDMM). SDDMM is used for edge-based aggregations and is intuitively
a matrix multiplication between two matrices, where the output is masked by a sparse matrix to
produce only a subset of the total multiplication. The generalized versions of these two operations
can be used to perform a majority of the graph operations in GNNs, as shown by [45]. In addition
to graph operations, GNNs also contain standard neural network operations. For example, the
update operation in (3), is lowered to a general matrix multiplication (GEMM) between the said
node features and the corresponding learned weights. Broadcasting values of a vector along the

Graph Neural Network Computations

EEEn]
Nod<£>
oo
xrrrr\

SpMM
Underlying Primitive

ssed premioeg

Fig. 1. GNN model computations, primi-
tives, and backward pass

row-dimensions of a matrix (which we term as row broadcast) can be taken as another example,
where it is the lowered operation for certain node feature normalizations.

Backward Pass. As GNNs are machine learning models, they must undergo a training process
where their learned weights are updated. This process uses a backward pass over the model, which
computes a gradient to update the model’s learned weights. Note that a graph operation in the
forward pass has a corresponding graph operation in the backward pass. For example, the backward
pass of SPMM(A, H) must compute SpMM(AT, dZ) to get the derivative relative to the input node
features. Here, A represents the adjacency matrix of the input graph, AT represents the transposed
input graph (to emulate the message traveling backward), H represents the input node features, and
dZ is the derivative of the output. This computation is depicted in Figure 1, where the backward
pass operation for the node aggregation in (2) involves sending the derivative in reverse of the
injtial communication between nodes.
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2.2 Example Optimizations and Transformations Used in GNNs

This section gives examples of different transformations common in the GNN domain. Figure 2
depicts the transformations we list below. We reiterate that these optimizations are commonplace,
and we introduce them as background to facilitate the discussions in the rest of the paper.

Transforming the Underlying Data: Column Tiling @. ;- Uni-iransformed data and éode™™™™"" ™" :
We define the column tiling transformation as a pre-processing | RS :
step that transforms a graph into a set of sub-graphs. Each sub-
graph only contains edges where the nodes represented by the
columns of its adjacency matrix fall within a specific range. For (AYCotumn g (SYsamping
example, as shown by @ in Figure 2, the adjacency matrix of the
original untransformed graph is broken down into sub-graphs,
each containing two columns. This transformation results in
better data access patterns, similar to [22]. ~obal kel

Transforming Computation Kernels: Thread Coarsening coa;z;eiﬁg Cl.. +32] = C... + 32] +A[.] *B[... + 32]
®. Thread coarsening is a common GPU optimization where :
more work is assigned to a single thread than an operation’s
parallelizability. For example, in ®) in Figure 2, the transformed kernel aggregates two values
instead of one, improving memory access patterns and reducing multi-threading overheads.

Graph Sampling ©. Sampling is an approximate transformation regularly used in the GNN
domain that enables better performance and significant accuracy boosts [20] (also shown by our
results in Section 8.5.4). The latter is especially true for better generalization when performing
inductive learning, where a GNN model is trained without utilizing the full graph. Note that there
are different methods of performing this transformation, such as changing the underlying graph
as shown by © in Figure 2 or even by changing the kernel operating on the graph to limit its
computation to the sampled number of edges per node.

2.3 Graph Convolutional Network (GCN)

Graph Convolutional Network (GCN) [29] is a simple yet popular GNN model. The inference
computation for the (I)!* GCN layer is presented by the equation, HOD=¢(D"2-A-D 2. HI-D.WwD),
We use this model as our running example in Section 3. Here, A represents the input graph with

self-edges as an adjacency matrix. D represents the degree matrix of the input graph. H(), w()
represent the node feature embeddings and the learning weights for the ‘" layer in the GNN model.

__global__ kernel(...}{ :
Cl.]=CL.]+A[.]*B[.] |
} :

Aggregation kernel - GPU ‘

Fig. 2. GNN transformations

3 Motivation for a Compiler-Based Solution

GALA was motivated by two observations: (a) the composition of optimizations at different levels
leads to better GNN performance, and (b) context-aware global optimization leads to better end-to-
end GNN executions. These opportunities, missed by prior work, can be captured by GALA’s DSL
and compiler-based approach through its novel IR and transformations. In the remainder of this
section, we describe these points and show their benefits through the speedups observed in GALA.

3.1 Compositions of Optimizations at Different Levels

GALA can compose GNN optimizations at both the (a) intra-operator level and the (b) inter-operator
level. Intra-operator optimizations focus on improving the speedup of a single operator. An example
of this is applying thread coarsening for a node-aggregation operator (SpMM) on GPUs. On the
other hand, inter-operator optimizations, such as operator reordering and selection, focus on
improving the end-to-end speedups of an entire program. Composing these optimizations can lead
to significant speedups unseen in isolation.

The synergistic benefit of performing both intra-operator (thread coarsening, column tiling) and
inter-operator optimizations (operator reordering) is shown in Figure 3 for two graph datasets:
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XX Unoptimized [“"X]Intra-operator optimization @4 Inter-operator optimization [l Fully optimized for inference

vo JEROR000000000000000 1o 0000000000000000000¢
< A1 RRRRRRRR KKK 0.0+] . Al KXXXXX XXX KX [09+]
5 A2 ISOSESOSA [13+] 2 A2 XOXOXXX XXX [1.0]
£ 2 OOKKKN 16+ £ 13 SOOKCXXXXN [13+]
' ' 1 b VOIS, (-]
© E1 WAVA507] © v I | 5~
Fo [ 1103+] Fo. I [25]
0 20 40 60 0 10 20 30 40
Runtime(ms)[Speedup over UO] Runtime(ms)[Speedup over UO]
(a) Reddit (b) OGBN-Products

Fig. 3. Graph’s adjacency matrix, and runtime breakdown with optimizations. We use a 2-layer GCN with a
hidden dimension of 32 for our evaluation. Breakdown of the optimizations applied - (UO):unoptimized and
using library-based implementations (cuSparse) for sparse operations, (A1):generate sparse kernels that have
thread coarsening, (A2):A1+column tiling, (A3):A2+augment the sparse kernels to operate on unweighted
graphs (as the input graph is unweighted), (E1):Reordering operations to have better algorithmic complexity
(applied to UO), (E2):E1+sparse operator rewrites (Section 6.2.2), (FO):Fully optimized for inference with all
beneficial optimizations applied. A1 to A3 are intra-operator optimizations, and E1 and E2 are inter-operator.
Note that we only apply transformations that result in a speedup. This is why E2 is not applied for Reddit.

(a) Reddit and (b) OGBN-Products. Here, UO is an unoptimized 2-layer GCN inference (forward
pass only) execution. Al to A3 are gradual additions of intra operator optimizations, while E1
and E2 are inter operator optimizations. FO is the execution with all intra- and inter-operator
optimizations combined and stands as evidence of the synergistic benefits of combining both types
of optimizations. For example, the intra-operator optimizations (A3) achieve a speedup of 1.3X on
the OGBN-Products dataset, while the inter-operator optimizations (E2) achieve a speedup of 1.5X.
When both optimizations are combined (FO), the result (2.5X) is greater than the product of both
types of optimizations individually (1.95X). Observations such as these motivated us to create a
language and compiler that can generate efficient code composed of optimizations at different levels.
These compositions are enabled in GALA by its two intermediate representations (IRs) (Section 6.1)
and how they interact with one another. This is not achievable in existing systems as they either
optimize a single operator and do not retain information about all computations in a GNN (sparse
tensor systems such as TACO [30] and SparseTIR [54]), or they use static implementations of
primitives without performing any operator optimizations (GNN systems such as Graphiler [51]).
In addition, by generating compositions of different optimization classes, GALA increases the
total optimization space beyond what sparse tensor or GNN systems can do in isolation. This
increased search space enables more optimization opportunities that existing systems overlook.
To explore this optimization space .eﬂ’lciently, we de- XAk Unoptimized B Training optimizston
signed our language as separate algorithm- and schedule-  EEFully optimized for inference
languages, inspired by works such as Halide [40] and TACO 5 U0 AR

[30]. This is necessary as the optimal optimization param- E FTCI’ 51[70'071
= UX
eters can differ from input to input. The executions of the 5 7204
two graph datasets in Figure 3 are examples, as the input- 0 9 50T 100 125
sensitive optimization parameters, such as the column- Runtime(ms)[Speedup over UO]

Fig. 4. Speedups of training optimizations
for (Reddit). Optimizations-(UO): Unopti-
mized, (FO): Optimized for inference, (T1):

o o FO+training invariant code motion (Sec-
GALA can generate code optimized explicitly for an exe- ;. 6.2.3), (T2):T1+sub-graph for training

cution context (training, inference) of a GNN. This is es- (Section 6.2.1)
pecially true when generating code for training as opti-
mizations such as moving invariant computations across training iterations out of the training

tiling factor, differed.

3.2 Context-Aware Global Optimizations
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loop (Section 6.2.3) and computing on the sub-graph with only the training data (Section 6.2.1)
can be applied. Figure 4 shows the example when training-specific optimizations are applied to
the Reddit graph dataset’s execution in Figure 3. The optimizations applicable irrespective of the
context (in Figure 3) can speed up training the GNN model by 7x. However, this can be further
improved by 1.71X, giving a total speedup of 12X over an unoptimized implementation. Existing
GNN systems cannot perform such optimizations, as they build on DNN system pipelines and
ignore optimizations specific to GNNs that require knowing the execution context. GALA’s ability
to have the global view of the entire GNN program through its IRs enables these optimizations.

4 Overview of GALA

i ( DaaiR | i i(Tpaair ) i (JBAEIRY ! S
) |f‘> Front-end icol_tile, sample, ... - |:>I E E . E> Code |:> NVIDIA.
Lowering : : ' {Compute IR]; : [Compute IR}; Generation cuoa
= ' |Compute IR| ! R N . .
= oot ti1e(150000) . coarsen,.. traml(r;g |nV§r|ant opec:att.Jr O Torch
____________ code motion reordering
Schedule GALA IR Automatic Compiler
GALA Language with schedule transformations Transformations GALA Compiler Executable
(Section 5) (Section 6.1) (Section 6.2) Code

Fig. 5. Overview of the GALA’s lowering process.

Figure 5 shows the overview of GALA, a domain-specific language and compiler. The lat-
ter is where the main innovations lie, while the language is used as a means of generating
the intermediate representations (IR) necessary for the compiler. We design the GALA Lan-
guage taking inspiration from the popular algorithm-schedule separation popularized by Halide
[40], and subsequently used in languages such as TACO [30] and Graphit [58]. GALA’s algo-
rithm language (Section 5.1) specifies the GNN computation, while the scheduling language
Section 5.2) specifies a subset of optimization transformations (mostly intra-operator) applied
to this computation when creating the final executable. When generating the final executable,
GALA first lowers the front-end language’s algorithm and schedules (detailed in Section 6.1.4)
into GALA’s novel IRs: (a) Data-IR (DIR, Section 6.1.1) and (b) Compute-IR (CIR, Section 6.1.2).
The former tracks data dependencies and trans-
formations, while the latter tracks the order of
computations and transformations on compute
operations. Any transformation specified in the

1 G = load_dataset("...")

2 aggrFn = dsl.get_aggregate(fn = dsl.fn.mul_sum)
3 L1 = layer(G, hs, nonln_fn, aggregate_fn){

deg = G.graphs.degrees()

'S

L. L. 5 norm = dsl.fn.pow(deg, -0.5)

schedules of GALA is directly represented in€i- ¢ res = norm * G.node.feats
ther of the two IRs after the front-end lowering. 7 res = gg?ega;?{n@ . graphﬁ , )FGS)

. C . . 8 res = dsl.nn.ffn(res, out=hs
Following the initial lowering, GALA performs .0 _ ', s
automatic novel inter-operator transformations 10 G.node.feats = nonln_fn(res)
on these ?Rs based on the 1nfprmat10n of the 12 M1 = model(6, nonln_fn, aggregate. fm){
GNN retained by the IRs (Section 6.2). The bur- 13 11 = L1(6, 32,nonln_fn,aggregate_fn)
den on the user is reduced by this hybrid ap- 14 12 = L1(11,G.1labels.size(),null,aggregate_fn)

. .15}

proach of GALA as it can perform automatic ¢ 11 = w1(6, dsl.nln.RelU, aggrFn)

domain-specific transformations that are known 17 m1.train(loss=dsl.nn.RMSE, optimizer=dsl.nn.

to be beneficial. In the end, GALA generates
the target code with composed intra- and inter-
operator optimizations based on the fully trans-
formed IRs (Section 6.3).

Proc. ACM Program. Lang., Vol.

ADAM, iters=100, test_step=5)

Fig. 6. Implementation of a 2-layer GCN model in
GALA’s algorithm language
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5 The GALA Domain Specific Language

In this section, we elaborate on the (a) Algorithm and (b) Schedule languages of GALA.

Table 2. A subset of the programming APl for GALA’s algorithm language

Syntax
Graph dataset operations

Description

- load_dataset(path)
- degrees
GNN computations

Load the graph dataset in path. Assumes input is multiple independent graphs.
Get the degrees of nodes in the graphs from the dataset, as a tensor.

- get_aggregate(semi)

- aggr_fn(g, mtx)
-non_1nl(inp)

- pow(mtx, p)

Modeling a GNN and executions

Gets the aggregate function based on the semiring function passed by semi.
Performs aggregation on the input graph list g and tensor mtx.

Performs the non-linear function on inp.

Get the p power of the tensor mtx.

- layer(....)
-model(....)

- train(lossFn, opt, epochs,
val_step, test_step)

Defines a composition of GNN operations. (e.g. GCN [29] or GAT [44])
Defines an end-to-end GNN model, which is composed of GNN layers.

(e.g. a 2-layer GNN model made up of 2 GCN layers)

Trains the GNN model using the loss function lossFn, and optimizer opt for
epochs number of epochs. Only compute the validation and test sets of

the model at steps defined by val_step and test_step.

5.1

The syntax of GALA’s algorithm language augments the syntax found in traditional DNN sys-
tems with graph syntax in the form of the message-passing paradigm. We show a subset of the
language constructs of GALA’s algorithm language in Table 2. An example of a 2-layer GCN model
implemented using GALA’s algorithm language is shown in Figure 6. The initial 2 lines in this
figure perform the initializations necessary for executing the GNN model: (a) loading the input
graph and (b) initializing the aggregate function used in the model. Lines 3 — 11 define a GCN
layer (Section 2.3), while lines 12 — 15 define the end-to-end model. Both layers and models are
parameterized, allowing configurability while minimizing code repetition. For example, instead of
the single aggregation function (aggrfFn) passed to the model in Figure 6, two separate aggregation
functions that perform different computations could be passed through the model to its underlying
layers (which also enables layer-wise optimization through GALA’s schedules). The final 2 lines
initialize and then train the model.

GALA’s language follows the GNN model implementation style of DGL [45] with subtle dif-
ferences. One key difference is how the steps for computing test set results are specified. For
example, in Figure 6, the results of the test set are only calculated at every 5/ epoch when training.
This allows for GALA to optimize the execution by only computing a subset of the total graph
computation, unlike existing systems (detailed in Section 6.2.1).

Algorithm Language

5.2 Scheduling Language

The scheduling language of GALA ful-
fills two purposes: (a) it allows users to
specify intra-operator transformations
and (b) aids the compiler to perform
inter-operator transformations by allow-
ing users to pass meta-data of the GNN
and its input. We list a subset of sched-
uling commands of GALA in Table 3.
These scheduling commands can be ap-

plied to variables defined in the algorithm of the model (e.g. G, aggrFn, res, M1 etc. in Figure 6).

1 //Set meta-data

2 G=G.set_undirected(true)
3 G=G.set_unweighted(true)
4 G=G.feature_size(605)

5 G=G.label_size(41)

6 //Compute Transformation
7 aggrFn=aggrFn.coarsen(2)
8 //Data Transformations

9 G=G.col_tile(37000)

(a) Reddit

1 //Set meta-data

2 G=G.set_undirected(true)
3 G=G.set_unweighted(true)
4 G=G.is_sparser(true)

5 G=G.feature_size(100)

6 G=G.label_size(47)

7 //Compute Transformation
8 aggrFn=aggrFn.coarsen(2)
9 //Data Transformations
10 G=G.col_tile(1400000)

(b) OGBN-Products

Fig. 7. Schedules used to optimize for results in Figure 3
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Table 3. A subset of schedule commands provided by GALA’s scheduling language. Brackets in the top-right
corner of each row indicate whether it is a data-intra-operator transformation, a compute-intra-operator
transformation, or meta-data.

coarsen(factor) [comp]
Gives the maximum thread coarsening factor GALA should generate for the compute kernel specified.
sample(size) [data, comp]

Transforms either a graph (i.e. data) into a sampled sub-graph, or alters a compute kernel to sample during execution.
This transformation is not semantically equivalent and is completely optional.

col_tile(number) [datal
Column tile a given input based on the number given. This can be specific to the data used by a single operator.
set_undirected(bool) / set_unweighted(bool) [meta]
Set if a given graph is undirected/unweighted.

is_sparser(bool) [metal

Set if a given graph is comparatively sparser. GALA uses this to perform automatic transformations (Section 6.2.2)

Figure 7 shows the schedules we used to achieve the speedups observed in Figure 3. Note that the
two schedules result in two different executions at the lower level, where applying the schedule in
Figure 7(a) to the OGBN-Products graph results in an execution that takes 4.2X longer than 7(b). In
this particular scenario, the schedule of 7(a) applies a more aggressive tiling factor, which increases
the overhead of tiling to outweigh its benefits.

The intra-operator transformations enabled by GALA are common optimizations (Section 2.2)
with complex input-sensitive behavior (e.g. col_tile with different optimal tiling factors that
depend on the input). Thus, we decided to expose these transformations at the language level to
allow customizations per graph input (e.g. different col_tile factors for Reddit and OGBN-Products
in Figure 7). In addition, the schedule also allows users to pass meta-data of the GNN and its input to
the compiler (e.g. input feature and label sizes as in Figure 7). The compiler uses this information to
aid its automatic transformations, which are always beneficial in terms of runtime. GALA composes
both of these transformations (schedule-applied intra-operator and automatic inter-operator) to
expose a large optimization space and generate the final executable binary. Next, we discuss some
intriguing details of GALA’s scheduling language.

Data vs. Compute Transformations. We classify the intra-operator transformations exposed
through the schedules of GALA into two categories based on what they impact: (a) data transforma-
tions and (b) compute transformations. We use this categorization when designing GALA’s IRs that
enable efficient code generation and different methods for implementing the same transformation.
Data transformations modify the underlying data structure (col_tile the input graph), while
compute transformations alter the underlying kernels of operations (coarsen the kernel used for
node aggregation). Note that certain optimizations can be either data or compute transformations.
An example would be sample, where you can either implement sampling by creating a sampled
sub-graph (data transformation) or by altering sparse matrix primitives to function on a subset of
edges in the input graph (compute transformation).

Keyword backward - We introduce the backward keyword in the scheduling language to allow
users to optimize data structures and operations in the backward pass of a GNN model independently
from their counterparts used in the forward pass. This is necessary when operating on GNNs, as
the behavior of the components (data and operations of the model) used in the forward pass can be
significantly different from the backward pass (detailed in Section 2.1). To maintain transparency,
we do not perform any transformations on the components of the backward pass unless specified
or always beneficial. Thus, we introduce the backward keyword to allow a user to tap into and
transform a component’s backward-pass counterparts without explicitly writing custom operators
and data structures.
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6 The GALA Compiler

This section details the components of the GALA compiler. We first introduce our novel intermediate
representations, followed by our novel automatic inter-operator optimizations, and then by the
final target code generation.

6.1 Intermediate Representations and their Generation

GALA’s separate IRs, Data-IR (DIR) and Compute-IR (CIR), enable more global high-performance
optimizations (Section 6.2) and efficient code generation (Section 6.3) without complex analysis.
GALA'’s IRs store the GNN model unrolled across layers to enable optimizations that are aware of
the execution context and span multiple layers. These global domain-specific optimizations set
GALA'’s IRs apart from other Sparse Tensor IRs [2, 30] and GNN IRs [49-51]. When generating
code, GALA only needs to traverse through the IR in two passes, as the IRs store all the necessary
transformations and information for optimizations.

We use the GNN algorithm code written in GALA in Figure 6 along with the schedule for Reddit
in Figure 7(a) as the running example to describe the compilation process. Figures 8(a) and 8(b)
represent a part of the DIR and CIR that GALA lowers to from this example. In the rest of this
section, we will first introduce each IR, elaborate on their design and interactions, and finally detail
how they are generated during the lowering process from the front-end code.

iterations: 100, test-step: 5, optimizer: ...

independent - true

weighted - true ...

ST T N Line in
Ibackward(G.graphs_src) Fig. 6
! d - G.graphs_src.T ! . : G = load_dataset("....") @
format - csr ! data ! g 1 in: [], out: [G.graph_src, G.node.feats],
| - | o R 0
opt - [] ol e | S type: pointwise, op: load
directed - true I [lopt-[1] | — i
weighted - true I | |directed - false | [ IR TR
| 1
| |

deg = G.graphs.degrees()
11| 4 in: [G.graphs], out: [deg],
type: aggregate-edge, op: graph-degrees

format - rowMajor

opt-[] set_undirected(true) id - G.node.feats @
dimension - Nx1 set_unweighted(true) data -

{ndependent - true col_tile(37000) format - rowMajor in 5 orm = deg.pow(-05)
opt-[] in: [deg], out: [norm], type: pointwise,
rows(4):rows(4) dimension - Nx605 op: pow(-0.5)

{ndependent - true

d - G.graphs, 11 6
all(4):all(6) Goraphet @

res = norm * G.node.freats
in: [norm, G.node.feats(in)], out: [res(in)],
type: update-node, op: mul

res = aggregate_fn(G.graphs, res)
format - csr n 7 in: [G.graphs, res(in)], out: [res(in)],
opt - [col_tile:37000] type: aggregate-node, op: mul-sum,
directed - false - opt: [coarse:4]
\weighted - false . backward:

independent - false format - rowMajor in: [G.graphs.T, .., ....
iadependent - true opt-[]
dimension - Nx605
{ndependent - true 12 4

format - rowMajor

opt-[]
dimension - Nx1
independent - true

deg = G.graphs.degrees()
in: [G.graphs], out: [deg],
type: aggregate-edge, op: graph-degrees

(a) Data-IR (b) Compute-IR. Left columns are the model’s
layer, and the line in the code in Figure 6

Fig. 8. Intermediate Representations for GALA. Shown for a subset of computations/data in Figure 6 with
the scheduling transformations for the Reddit Graph in Figure 7(a) (running example)

6.1.1 Data-IR (DIR). DIR is a directed acyclic graph (DAG) with nodes that track (1) information
of data objects (e.g., the input graph being undirected), (2) transformations on the data objects
specified by the scheduling language of GALA (e.g., performing column tiling on a graph), and
edges that track (3) relationships between data objects. The data objects are either sparse or dense
tensors used in the GNN execution (e.g., the input graph is a sparse tensor and the node feature
tensor is a dense tensor).
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Table 4. Edge types and attributes of DIR

Edge Type Attribute Description Table 5. DIR node grammar

DIR node grammar

—  Dependency relation  Input to output dependency
. . <dir-node> := <dir-id>
= Transformation transforms Original to transformed data Jata-level
Association relation  Associations between data <data-level>
<data-level> := <data>

Edge attributes

- ; <is-independent>
relation Relation between data in DIR nodes <data> = <data-level> |

Can be between r.ows, columns or all da.ta <data-attributes>
transforms Data transformations performed on a dir-node

We list the grammar of a DIR node in Table 5 and explain important components as follows.

e data-level - This contains the data non-terminal and is-independent flag as components. Note that
data can become another data-level, leading to a hierarchical structure. This hierarchy allows
GALA to represent stacks of transformations that create sub-components within the same
dir-node. An example of this is applying col_tile to a dataset with multiple graphs (PPI dataset
in [20]). All the graphs of this dataset can be directly loaded by the load_dataset operation
as it assumes that the initial input can be a list of independent graphs. When col_tile is
applied to these graphs, dependent sub-graphs must be created within each graph independent
of others. Here, the hierarchical structure of data in dir-nodes can represent these details.

e is-independent - Independent graphs and dependent sub-graphs (from col_tile) have different
behaviors during execution. If graphs depend on one another, any operation that uses this data
must aggregate all the dependent results to get the final output. Otherwise, any computation
can function independently. The is-independent attribute tracks this dependency and is used
during the final code generation.

e data - This stores attributes of the data represented by the dir-node. These attributes include
information such as the underlying data format (necessary for code-generation), the trans-
formations performed (in blue in ) in Figure 8(a)), and if the dir-node represents a graph,
information such as the graph being un-directed or un-weighted. GALA uses this informa-
tion for optimizations. For example, GALA can use the same graph in both the forward and
backward computations without transposing for operations such as node aggregation when
the directed attribute is false as in @) (Figure 8(a)).

columns of the graph's
adjacency matrix

The nodes in the DIR are connected through various edge types

to help reduce analysis during later transformations. We list the N EEEEEEE AL E
. . . g5
edge types in Table 4 with examples from Figure 8(a), 2 : £
e Data dependencies between the data represented by DIR nodes ¢ 5 2 3
(in red). For example, using ) as an input to create (). ; : T
. . . .- 8 Node
e Data transformations (in blue). E.g., transforming the original Graph Features

input graph (D) to @. The transformations are shown in blue. Fig. 9. Relation between the adja-
e Association relations between DIR nodes (a dotted black line). cency matrix of a graph and tensor

For example, the relation between the graph, represented by  representing node features

(2, and the node features of the graph, represented by . Each

row of (& corresponds to a column in (2) when both are used by (i)’s aggregation operation.

In addition to the edge type, we encode information on how the related data in these DIR
nodes map to one another as an edge attribute. Data transformations can have the transformations
performed from the source to the target as edge attributes, while both data dependencies and
associations can have relations between connected DIR nodes as edge attributes.
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These relations are between the matrix dimensions of the data objects represented by the con-
nected DIR nodes. Valid dimensions include rows, columns, or all (i.e. both rows and columns).
The relations are represented as <node-1-dimension>(<node-1-id>) :<node-2-dimension>(<
node-2-id>) in the DIR representation. For example, the relation between the graph (DIR node
() and its node features (DIR node (®) is represented as cols(2) : rows(5). We use Figure 9 to
elaborate on this. When the graph and its node features are used as inputs of an aggregation opera-
tion (@D in Figure 8(b)), the columns in the graph’s adjacency matrix correspond to the rows in the
node features tensor. Thus, the relation between the DIR nodes (2) and (5) is an cols: rows relation.
GALA'’s compiler uses the computation operations specified in GALA’s algorithm language and
a set of rules to determine the relations between different DIR nodes connected via dependency
and association edge types. We detail this in Appendix A. These relations aid in downstream
transformations, such as reordering the node features if the graph is reordered.

<gnn-execution> = <gnn-oplist> | <gnn-oplist> <training-loop>
<training-loop> ::= <training-configs> <gnn-oplist>
<gnn-oplist> = <cir-node> <gnn-oplist> | <cir-node>
<cir-node> = <forward-op> | <forward-op> <backward-op>

<forward-op> Stores the operation’s type (type), specialization (op), transformations (opt),
<backward-op> and maps to DIR nodes of inputs and outputs (in and out).

Fig. 10. GALA’s Compute-IR Grammar

6.1.2 Compute-IR (CIR). The CIR of GALA stores the computations and their compute transfor-
mations as specified by the GALA language. The CIR also tracks the input and output data objects
of computations by mapping them to their corresponding DIR nodes. We list the grammar of CIR
in Figure 10 with an example in Figure 8(b). The CIR consists of,

o gnn-oplist - A list of cir-nodes that represents a set of computations in a GNN. Note that this list
stores the computations of the GNN model in an unrolled view. This allows GALA to perform
optimization and transformation across layers.

e training-loop (@) - This stores training-configs which are the configurations for training, such as
the loss function (necessary for the final code generation), and the gnn-oplist of the model when
training. Knowing the configurations of training enables GALA to perform a novel optimization
when training (Section 6.2.1).

Components of a cir-node. (i) is an example for a cir-node in Figure 8(b). In this particular example,
GALA maps this CIR node to the DIR nodes @ and (3 in Figure 8(a), as they are inputs for
{@’s forward pass. A CIR node also stores, (a) the operator type (type), which can either be a
pointwise, aggregate, or update operation affecting either node or edge values (e.g. update-node,
aggregate-edge), (b) its specializations (op, e.g. pointwise with add, aggregation with the multiply-
sum semiring [15] i.e. mul-sum, update with ReLU [1]), and (c) the transformations on the operator
(opt) which were specified in the schedule (e.g. coarse, sample). GALA’s compiler determines a
cir-node’s operation type and specialization using rules, where we present a subset in Appendix
B. For @), which is an aggregation operation on node features, initialized in line 2 (with the
mul_sum function) and used in line 7 of Figure 6, the operation type is node-aggregation, with the
multiply-sum semiring and the thread coarsening transformation (from Figure 7(a)).

Knowing the operation type is necessary for optimizations that perform rewrites using these
operation types. In addition, this type information and transformations on compute operations can
be used to identify any GNN computation not naturally supported by LibTorch [38] (used by GALA
as a backbone to implement models). For these operations, GALA must generate the necessary
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AutoGrad function that contains a backward pass. Thus, when necessary, GALA separately stores
information related to the backward pass in the same cir-node. This separation between the
backward and the forward pass allows GALA to optimize computations in the backward pass inde-
pendently from the forward pass. This is necessary as the underlying data (especially for directed
graphs) and the operation used to compute the result of the backward pass can be significantly
different from the forward pass. During code generation, GALA uses the transformations and the
detailed operation stored in the cir-nodes to generate the final code.

6.1.3 IR Design and Interactions. The nodes in the two IRs of GALA were designed to separately
capture the supported intra-operator transformations (enabled by the scheduling language of GALA)
for both computations (in cir-node), and the underlying data (in dir-node). This separation avoids
unnecessary analysis across both computations and the underlying data, focusing instead on one for
intra-operator transformations. However, these IRs heavily interact when performing inter-operator
transformations (Section 6.2) as well as the final code generation (Section 6.3). This is where the
edges between these IR nodes, as well as compute operations to input/output data mapping from
the CIR to the DIR are used. Concretely, we highlight a few examples of these interactions.

e In order to carry out the training-aware subgraph transformation (Section 6.2.1), GALA must
traverse the CIR to identify the number of aggregation operations performed from the final
result (across GNN model layers) to create the necessary dir-nodes for the subgraphs.

o The sparse rewrite transformation (Section 6.2.2), which changes the CIR, will respect the data
dependencies of a GNN program tracked by the DIR. This is done by inspecting the mapped
input and output dir-nodes of a cir-node, and edges in the DIR.

e When generating a kernel in the final code generation, GALA uses both the information on the
compute operation captured by the CIR, and the information on the underlying data captured by
the DIR. For example, different kernels will be generated depending on the underlying format
being COO or CSR, or the input graph being column tiled or not. (Section 6.3.1)

6.1.4 IR Generation. Using a syntactic and semantic parser, GALA lowers the front-end language
to an abstract syntax tree (AST). GALA then performs a pre-order traversal on this AST while
generating a cir-node for each operation in the original front-end algorithm of GALA. At each
operation, GALA checks their outputs and creates a corresponding dir-node in the DIR. During this
process, GALA creates the edges in the DIR using the data transformations in the schedule (for
transformations), the inputs and outputs of operations (for dependencies), as well as operation-
specific knowledge (for associations). This is a rule-based process, which we detail in Appendix A.
To give an example, GALA creates (D and @) in Figure 8 from the compute operation (. These
dir-nodes have no relation between them. However, the aggregation operation (i) would add a
cols(2):rows(5) associative edge between the dir-nodes ) and (5, as they are the graph and
node-feature inputs to it. Once the AST has traversed the algorithm of the GNN model, GALA
then adds the scheduling transformations for each corresponding dir-node or cir-node as attributes.
Note that for data transformations, GALA creates a new dir-node and updates all existing relations
between other dir-nodes as well as mappings to cir-nodes.

6.2 Automatic Domain-Specific Transformations

GALA’s IRs and the information they track allow GALA’s compiler to perform novel, domain-
specific, inter-operator optimization transformations automatically. These transformations are
guaranteed to benefit performance (i.e. runtime) while lessening the user’s burden when creating
schedules. The GALA compiler automatically composes these transformations along with intra-
operator transformations specified in the schedule when generating the final executable code.
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6.2.1 Training-Aware Subgraph Creation. In machine learn- mPpart of the current training sef] Necessary for
[l Aggregates to the training set | current aggregation

ing, the training set is a subset of the dataset used to train Dunnecessary for current aggregation

a model. In addition to the training set, the validation and H He 5
test sets are respectively used to validate and test the model. <: 02
Generally, in machine learning, you only need to compute m °§§_ 4
the training set when training a model. However, in GNN, /(Tﬁl)glfr‘eg?g“;'gS ‘Aggregation 2 agg:;ion

aggregation operations prevent training on the training set in
isolation. This is because each aggregation operation expands
the training set to include the dependent nodes of the training
set up till that point. This expansion happens in reverse, starting from the final result of the model.
This is depicted in Figure 11, where the training set (in purple) grows with each dependent node
(in green). Thus, regardless of whether only 10% of the entire dataset (e.g. OGBN-Products) is used
for training, the standard practice in existing GNN systems is to compute using the entire graph
dataset and then calculate the loss on the training set. This leads to unnecessary computations
that are not used for any outcome (in grey in Figure 11). They can be removed by computing on
the sub-graph that only contributes to the final result. Creating the corresponding sub-graph for
each aggregation requires knowing the total number of aggregation operations performed from the
result up to that point. Thus, lacking this information, existing GNN systems cannot automatically
support this optimization.

GALA’s IR enables this optimization as it allows GALA to know the context of the workload
through the training loop and can track the total number of aggregations across all model layers.
This is done by traversing the CIR nodes (which stores the GNN model unrolled across layers) in
reverse while checking their operation types. Considering the running example, for the aggregation
operation (@ in Figure 8(b), GALA is aware of a second node-aggregation operation that occurs
later on through the CIR. Thus, it creates a sub-graph that includes the dependent nodes of a single
aggregation, as shown in Figure 11. The sub-graphs created by GALA in this manner are added
to the DIR as additional nodes and linked to the related aggregation operations in the CIR. Note
that this optimization creates two sets of sub-graphs (for the forward and backward pass) for each
aggregation in the model. As this results in additional memory consumption, GALA exposes an
optimization knob to turn off this transformation when operating on limited memory.

Fig. 11. Sub-graphs calculated in re-
verse from the training mask

6.2.2 Sparsity-Aware Rewrite Rules. In GNNs, there can be different methods of computing a
mathematically equivalent result using different compositions of operations due to the associativity
of certain computations. These compositions can result in optimizing sparse tensor computations
(graph operations) at the cost of more dense tensor computations and vice-versa. If a graph is
comparatively denser, then it is beneficial to optimize its sparse tensor computations (or use fewer of
them) due to the higher non-zero-to-node ratio, which makes graph operations more significant to
the total runtime. Thus, the most performant among these compositions for a given GNN, depends
on the input graph. More specifically, on its sparsity. To exploit this optimization opportunity, we
create a transformation pass in GALA to perform peephole-style (local to a specific scope, and thus,
only requiring analysis of a sequence of operations via the CIR) operator composition selections,
which are simply different associative choices for the same final result. This transformation is
applied using the information passed to GALA via the is_sparser scheduling command.

GALA uses the operator type and specialization stored in the cir-nodes and information of
its inputs and outputs from the mapped dir-nodes, such as their tensor dimensions, to perform
novel sparsity-aware rewrites not enabled in other systems. Equations 1 to 2 are example rewrite
rules currently used in GALA. On the left-hand side of the equations, we show the equivalent
set of operations for comparatively denser graphs, while on the right-hand side, we show the
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set of operations for comparatively sparser graphs. Note that in the equations, operator types
are listed in order of execution (with —) with the specialization itself added as a subscript (e.g.
update_node,qw broadeast efers to an update_node operation that uses row broadcast as the
specialization for the update process). In addition, the rewrites require the inputs and outputs of
the operations to match certain conditions. These include the operation increasing the dimensions
of the output (n X k;) from the input (where the tensor dimension is n X ki), and the graph input
to the operation being weighted or unweighted. These details are obtained from dir-nodes and
are added in the rules within ’( )’. For example, aggregate-node(weighted, k;) performs node
aggregation using a weighted graph where the node features are of k; size. When performing the
rewrite, GALA replaces the cir-nodes matching to a pattern with nodes corresponding to the
resulting rewrite and links the relevant dir-nodes.
[dense]update-node,ow broadcast — aggregate-node, (unweighted) — update-node oy broadeast
= update-edge, — aggregate-node x ,)(weighted)[sparse] (1)
[dense]update-nodeearn (in:dirl, k1, out:dir2, ko, k1<kz) — .. (other operations) —
aggregate-node , ,) (in:dirlpy iy, out:dir3; ) —update-nodeear (in:dir3p,x k1, out:dird, y ko, k1<ksz) =
update-nodejeqn (in:dirl, w1, out:dir2py ko, k1<kz)—. . —aggregate-node , 4) (in:dir2,x2) [sparse]
@
We now present concrete examples of when these rewrites are applicable. In addition, for each
rewrite, we use an applicable example to demonstrate the equivalence of LHS and RHS IR sequences.
Equation (1). Graph convolution-based models such as GCN [29], SGC [48], and TAGCN [16]
are examples where this rewrite is applied. Taking GCN as a concrete example, the subset of its
computation that corresponds to the rewrite in matrix form is D~ 2 ADH (complete computation
detailed in Section 2.3). Note that while D is originally a diagonal matrix (i.e. of NxN size, where
N is the number of nodes), it can be compressed to a vector (i.e. of Nx1 size) as it only contains a
single value per row. This computation can be performed in the following ways using different
mathematically equivalent associative choices matching the LHS and RHS of Equation (1).

e LHS. Associative choice: D™%-(A-(D™%-H)). Compute Li=D~2-H by broadcasting the values of
the D™ 2 vector along the rows of H. This is an update-node operation type with a row broadcast
specialization. Use the result in an aggregate-node (SpMM) operation with A and a sum special-
ization (sum node features over all incoming edges). This is applicable, as edge values are all 1
in an unweighted graph. This produces, L, = A-L; Compute the final result L; = D2Ly using
another update-node operation type with a row broadcast specialization.

e RHS. Associative choice: (D™2-A-D™%)-H. Compute Ry = D™%-A-D"2 using an update-edge oper-
ation with a multiplication(X) specialization. This can be lowered to an SDDMM (detailed in
Appendix C), where D2 is used as both of the dense inputs. This results in a sparse matrix
that represents the adjacency matrix of a weighted graph. Using this graph with H for an
aggregate-node operation with a multiplication-sum specialization (multiply node features
with edge value and sum over all incoming edges), results in, R; = Ry-H.

While LHS uses more dense computations, and RHS uses more sparse computations, they both
produce the same result with different associative choices. Thus, mathematically, the final results
of both LHS and RHS are equivalent.

Equation (2). A matching set of operations necessary for this rewrite is seen in graph attention-
based models such as GAT [44] and its derivatives (GATv2 [8] etc.) Taking GAT as a concrete
example, the subset of its computation that matches the rewrite is A-H-W. Here, W is a matrix
representing the learned weights in a neural network, and H-W (node-update) has already been
computed prior to reaching this point in the computation. Considering the associative property of
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the operations in this computation, it is possible to compute this result in the following two ways,
each matching the LHS and RHS of Equation (2).

e LHS. Associative choice: A-(H-W). Compute A-(H-W) (node-aggregation) by reusing the pre-
computed (H-W).

e RHS. Associative choice: (A-H)-W Compute (A-H) (node-aggregation), and then multiply the
result with W (node-update).

Thus, mathematically LHS = RHS. In this scenario, if the node feature size increases with the
multiplication by W, LHS would make the A-(H-W) computation more computationally expensive.
Meanwhile, RHS would perform a considerably less computationally expensive (A-H) operation,
but would require an additional multiplication with w.

6.2.3 Training Invariant Code Motion. Certain operations in GNNs may produce results that are
invariant across training iterations. These operations can be significant, taking a majority of the
total execution time of a model. An example is the GCN model’s first layer’s aggregation and
normalization calculations, as seen in Figure 8(a) (till @). The output for this computation does not
change across training epochs as no learning weights are involved in the calculations up to this
point. GALA can move computations like these out of the training loop, similar to loop-invariant
code motion commonly found in the domain of compilers. However, existing GNN systems cannot
automatically perform this optimization as it requires the unrolled view of the entire GNN model.
This is because this optimization can only be applied to the first layer’s operations that do not
depend on any learned weights, while the operations in the later layers would depend on the results
from learned weights in layers before it. GALA performs this optimization by traversing the CIR
nodes in the training loop, marking down computations that use learned weights or are dependent
on results of computations that use learned weights (tracked by the dependency relations in the
DIR). The CIR nodes that do not use or depend on learned weights are then moved before the
training loop in the CIR. Note that for this optimization, information about the workload (training
or just inference) of the model implemented in GALA is necessary. This is a detail that GALA

tracks, while existing GNN systems do not. Complexity 1 = # of nodes

6.2.4 Complexity-Based Operator Re-ordering. This optimization performs ,«nxe0s r‘?ifd?r%gﬁefﬁd{én
peephole-like, semantically equivalent reorderings to reduce the overall T
complexity of a GNN program. Thus, we do not reorder operations that are in: [dir, di
not associative. For example, reordering non-linear operations such as ReLU
can result in a different final output. This optimization is found in existing in: [dir0, dir2] .
work where it was introduced to GNNs in [53] and to general sparse tensor —nxnx32
computations in [3]. An example is given in Figure 12, where the update ;g 12. Operator
operation (dsl.nn.ffn) reduces the node feature embeddings from 605 reordering in GALA

to 32. By moving this operation before aggregation, the aggregation can

then execute on node embeddings of size 32 instead of 605. GALA performs this transformation
by traversing the CIR in order, considering adjacent pairs of CIR nodes that would still produce
semantically equivalent results when re-ordered. If they can be reordered, GALA checks their
computational complexity using the dimension information of the DIR nodes of their inputs. If
reordering the operations can reduce the overall computation of both operations, GALA swaps
their order in the CIR list as shown in Figure 12, and updates the relevant DIR nodes. This process
continues iteratively until no reordering is performed.

6.3 Code Generation

GALA efficiently generates C++ code with LibTorch and CUDA, using the information specified
in the CIR and DIR. GALA does this code generation using two passes over the IR: (a) the custom
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kernel generation pass and (b) the end-to-end code generation pass. Note that we use LibTorch
as the underlying ML framework to use the existing infrastructure for training machine learning
models and to implement the Neural Network operations of GNNs. We generate custom CUDA
kernels whenever we cannot use an existing operation from LibTorch.

6.3.1 Custom Kernel Operations. The first pass of GALA’s code generation process generates
custom kernels not supported by the underlying ML framework. GALA does this by first traversing
the entire CIR node list from end-to-end and identifying all the custom compute kernels necessary
throughout the GNN program, including those necessary for the backward pass. GALA identifies the
kernels necessary for a backward pass through a rule-based identification that uses the information
stored in the CIR nodes and information in the input and output DIR nodes. For example, @ in
Figure 8, which performs node-aggregation on ) using 3 in the forward pass, would also perform a
node-aggregation on 2) (no need to transpose as 2) is undirected) using the derivatives of the output
in the backward pass. Thus, the same kernel used in the forward pass can be used in the backward
pass if no special transformations are specifically made for the backward computation or its inputs.
During the traversal of the CIR, GALA
ensures that no duplications or kernels
already supported in the underlying ma-
chine learning system are added to this
list. GALA achieves this by using the

Algorithm 1: GALA’s Code Generation

Input: Data-IR (dIR), Compute-IR (cIR)
Output: Torch/Cuda executable (code)
1 Function generateExecutable(dIR, cIR):

information in the computation’s CIR
node and its inputs’ and outputs’ DIR
nodes. For example, even if the underly-
ing system supports a node-aggregation
operation (underlying kernel is SpMM)
needed for @ in Figure 8, because
is unweighted, it can use a kernel for
node-aggregation that does not read the
edge values of the graph. This would
require GALA to generate a custom
kernel different from a generic node-
aggregation kernel. In this instance, the
relevant kernel must be added to the cus-
tom kernel list. After completing this
list by traversing the entire CIR, GALA
generates the necessary custom kernels
with the transformations specified in
the relevant CIR nodes and the DIR
nodes. For example, using @ and @@
in Figure 8, GALA generates a node-
aggregation kernel (SpMM), that does
not read the edge values of the graph,
operates on a column tiled graph, and
has a thread coarsening factor of 2.

/* 15t pass: Custom kernels =%/

customKerns « [];

foreach node € cIR do

if needCustomKernel(node.forward) and not in
customKerns then
‘ customKerns.add(node.forward)

end

if needCustomKernel(node.backward) and not in
customKerns then

customKerns.add(node.backward)
end

end
generateKernels(customKerns, code);
/* 2" pass: End-to-end */
foreach node € cIR do
if needCustomKernel(node.forward) then
generateAutograd(node, code);
end
generateCode(node, code);
if node is dataload then
‘ generateTransforms(node, code);

end

end

config « getTrainingConfig(cIR);
generateTraining(config, code);

6.3.2 End-to-End Code Generation. GALA’s second pass over its IR generates end-to-end code for
the GNN program. In this stage, GALA traverses the CIR, generating the code for the computation
of each traversed node. For each dataset loading (loads to memory) or data generation operation
encountered, GALA adds the data transformations performed on the outputs of these operations.
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These transformations can be identified from the DIR nodes of the outputs in the CIR nodes of the
data-loading operations. For example, in Figure 8, (D loads D and 3 on to memory. GALA further
transforms (D through the col_tile operation to produce @ (represented as transformation
relation in the DIR). Note that GALA performs these transformations on CPU instead of GPU. After
the transformation has been performed, GALA adds the necessary memory transfer operations
to copy the now transformed data from host memory (CPU) to device memory (GPU). GALA can
then use this data in subsequent computations that it encounters while traversing the CIR. GALA
uses the custom kernels that it generated, along with existing kernels of the underlying system, for
the code generation of these computations. Note, for compute operations in the training loop that
use custom kernels, GALA must additionally generate Autograd functions with both forward and
backward operations. After traversing through the entire CIR and generating the relevant code,
GALA generates the code necessary for training based on training configurations. GALA stores
this information in the training loop node in the CIR. This is a straightforward code generation
that uses the built-in functions of LibTorch.

7 Implementation
7.1 Compiler

We developed the GALA compiler in C++ with LibTorch and CUDA as the target languages. We
build the front-end parser using Flex and Bison [33], which lowers the front-end language to an
AST. We use this AST to generate the two IRs of GALA for a given GNN program (Section 6.1.4).
We use the code generation process detailed in Section 6.3 to generate an executable based on
LibTorch and CUDA. Note that we only generate primitive kernel code in CUDA for the kernels
of computation operations we intrusively optimize. For other instances, we use cuSparse [37] for
sparse computations and LibTorch [38] for dense DNN computations. In addition, we store input
datasets in a binary representation to make data loading faster.

7.2 Input-Aware Compilation 1 G=G.opt_input("/path/to/dataset");

The input sensitivity of optimizations is a prop- Fig. 13. Schedule for input-aware code genera-
erty inherent in any graph-based sparse computa- tjon in GALA

tion. As GNNs have irregular sparsity due to their

graph input, finding the best schedule in GALA for a particular input would be challenging for a
user. As a solution, we provide an additional feature for GALA, which can inspect the input dataset
to predict the best schedule. This is done using the scheduling command, opt_input, as shown
in Figure 13. Through this, GALA can know the input dataset at compile time and perform an
O(E) (E is the number of edges in the graph) analysis on the graph of the dataset to predict the
best scheduling parameters. GALA predicts these parameters using heuristic rules. For example,
by inspecting the input graph, the compiler can know its sparsity (E/N?, N being the number of
nodes in the graph) and use it to determine if to apply GALA’s sparse rewrite rules. We show a
quick evaluation of this feature of GALA in Section 8.5.5.

8 Evaluation

This section evaluates the performance of GNN models implemented in GALA in comparison with
multiple existing works. We conduct these evaluations separately for GNN inference and training,
and perform further ablations as well as sensitivity studies to demonstrate the capabilities of GALA.

8.1 Research Questions

(1) How much faster are GNN models implemented in GALA compared to existing systems for,
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(a) Inference: optimizing only the forward pass (Section 8.3)
(b) Training: optimizing the GNN model for training, which includes both the forward pass
and the backward pass (Section 8.4)

(2) How does each IR of GALA contribute to the overall speedup a GNN? (Section 8.5.1)

(3) How well does GALA scale? Specifically, when the number of hidden layers and hidden dimen-
sions of the GNNs change, as well as when the graph scales? (Section 8.5.2)

(4) What is the memory consumption of GALA compared to existing systems? Do different opti-
mization choices of GALA also affect memory consumption? (Section 8.5.3)

(5) How do GALA’s data and compute transformation for sampling perform? (Section 8.5.4)

8.2 Experimental Setup

GNN Models and Hyper-parameter Configurations. - We evaluate GALA using 4 GNN
models. For the main evaluations, we use Graph Convolutional Networks (GCN), Graph Attention
Network (GAT) [44], Graph Isomorphism Network (GIN) [52], and GraphSAGE (SAGE) with the
mean aggregation [20]. We selected these four models due to their ubiquitous use in recent studies
[14, 21, 23, 28, 34, 36, 46] as well as in the evaluation of multiple GNN systems, including our
baselines [19, 24, 45, 50, 51, 54, 56, 60]. We use two layers for all models with a hidden feature
dimension of 32. We believe this is a representative configuration as it is used in prior work [29, 59]
to achieve high levels of accuracy, with similar configurations used by our baselines for their
evaluations [24, 45, 50]. However, we conduct a further study with varying layers and hidden
feature dimensions in Section 8.5.2 to show GALA’s performance with varying hyper-parameter
configurations. In addition, to showcase sampling in GALA, we evaluate the effect of node sampling
on a GraphSage model with the GCN pooling strategy.

Datasets. - We list the graphs used for our evaluation in Table 6. We source these graphs from
two widely used sources: (a) from DGL’s graph datasets and (b) from Open Graph Benchmark’s
(OGB) node property prediction datasets. We made this selection as these graph datasets cover
various sizes and non-zero distributions while being used for evaluation in other GNN systems
[45, 50, 51, 54, 56, 60]. For our graph scalability analysis in Section 8.5.2, we use the OGBN-
papers100M dataset with node sampling.

Table 6. Graphs used for evaluation

Graph #Nodes #Edges #Features | #Classes | Source | Train:Val:Test
Cora 2,708 10,556 1,433 7 DGL 9:30:61
Pubmed 19,717 88,651 500 3 DGL 4:32:64
CoraFull 19,793 126,842 8,710 70 DGL 70:15:15 !
Reddit 232,965 114,615,892 602 41 DGL 66:10:24
ogbn-arxiv 169,343 1,166,243 128 40 OGB 54:17:29
ogbn-products | 2,449,029 | 126,167,053 100 47 OGB 8:2:90

Testbed Machines. - Machine learning models are typically run on a GPU. Thus, we perform our
evaluations on two GPU machines, which used (a) an NVIDIA H100 GPU with 94 GB of memory,
the host being an AMD EPYC 9454 CPU with a RAM of 377GB and (b) an NVIDIA A100 GPU with
80 GB of memory, the host being an Intel Xeon Platinum 8358 CPU with a RAM of 256GB.

Baselines. - We use multiple baselines to show that GALA can achieve significant speedups
compared to existing systems by composing multiple optimizations at different levels in a GNN
model. We make comparisons against both (a) GNN systems: DGL (v2.4, commit #7738, released

IWe performed a train : validation : test set split at a 70 : 15 : 15 ratio for this graph dataset as it did not have any
inherent dataset separation.
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2024) [45], SeaStar [50], and WiseGraph [24], as well as (b) Sparse Tensor systems: SparseTIR
[54]. In their evaluations, SparseTIR and WiseGraph compare against other GNN systems, such
as GNNAdvisor[47] and dgSparse[25], showing speedups over them. Note that we did not extend
the existing implementations of primitives within these baselines. Thus, we only have evaluations
for a subset of the models for certain baselines. For example, we only compare GCN, GIN, and
SAGE for SparseTIR, as the released artifact does not have the primitives necessary for GAT. To
show GALA'’s usability, we conducted a simple line-number study. To implement an optimized
GCN model for the Reddit dataset, GALA only requires 23 lines of code, while DGL requires 323
(with the necessary optimizations added as custom kernels) and SparseTIR requires 91 lines of code.
Note that this is only a proxy for a proper usability study.

As a sanity check to ensure that GALA’s and the baselines’ results were accurate, we compared
the test accuracy of all evaluations. This led us to discover a bug in the artifact of WiseGraph for
GAT. We resolved this issue after discussions with the authors and presented results after the fix
(where the authors suggested an alternative code). We discovered a similar issue with SeaStar for
GAT, specifically on the H100 machine. In this instance, we avoided reporting the numbers as the
issue seemed to be hardware-specific, and our best efforts did not yield a fix.

8.3 GNN Inference Runtime Performance
Systems: -DGL XX SeaStar [ XSparseTIR [EREHWiseGraph
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Fig. 14. Speedup of GALA over baselines for model inference. Here, a speedup > 1 indicates GALA outperforms
a baseline. The y — axis is in loga.

Figure 14 shows the speedups of GALA compared to the baselines evaluated. We observe signifi-
cant speedups against the majority of the baselines evaluated. We observed the execution times for
GALA (as well as in our baselines) varied significantly based on the graph dataset: 0.26ms for Cora,
and 14.85ms for ogbn-products, as well as the GNN model: for Reddit, 5.62ms for GCN, 17.73ms for
GAT. Results below the dotted red line at 1.0 indicate that the baseline performs better than GALA,
while higher values indicate that GALA outperforms the respective baseline.

For GALA, we observe geo-mean speedups of 2.74X over DGL, 1.97x over SeaStar, 3.43X over
SparseTIR, and 2.37x over WiseGraph. Model-wise, we observe geo-mean speedups of 2.4 for
GCN, 2.63x% for GAT, 3.12X for GIN, and 2.16X for SAGE when averaging across all four baselines
and two machines. Machine-wise, we observe geo-mean speedups of 2.62x for H100, and 2.48% for
A100 when averaging across all our four baselines and models. Considering the example for the
Reddit Dataset for GCN on the H100 in Figure 3(a), each of the intra-operator optimizations, column-
tiling and using operators specialized for unweighted graphs, results in speedups of 1.3X. When
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combined, the total speedup achieved through intra-operator optimizations is 1.6x. However, when
composed with the operator reordering inter-operator optimization (5x speedup), the composition
achieves a synergistic speedup greater than the product of their independent speedups in isolation
(10.3% > (8x = (1.6 * 5)x)). This ability to compose inter- and intra-operator optimizations makes
GALA a powerful tool to achieve significant speedups for GNNs over existing systems.

We observed slowdowns compared to the baseline systems on only a few occasions (12 out of
174 in Figure 14). These slowdowns were mainly observed in smaller (PubMed) or sparser (OGBN-
Products) graphs but were inconsistent across baselines and models. For these datasets, we noticed
that the specialized optimizations applied by some of our baselines were beneficial. For example,
the load-balancing optimization for sparse operations that Seastar applies. However, GALA still
achieves considerable speedups overall, being close to or over 2x for each baseline.

8.4 GNN Training Runtime Performance

SystemS'-DGL XX SeaStar QSparseTlR B WiseGraph
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Fig. 15. Speedup of GALA over baselines for model training for 100 epochs. Here, a speedup > 1 indicates
GALA outperforms a baseline. The y — axis is in loga.

Figure 15 shows the speedups of GALA compared to the baselines when training GNN models for
100 epochs. Results below the dotted red line at 1.0 indicate that the baseline performs better than
GALA, while higher values indicate that GALA outperforms the respective baseline. We observe
geo-mean speedups of 2.1x over DGL, 3.83% over SeaStar, 2.69x over SparseTIR, and 2.01X over
WiseGraph, when training. Model-wise, we observe geo-mean speedups of 2.97x for GCN, 1.9% for
GAT, 2.64x for GIN, and 2.44x for SAGE. Machine-wise, we geo-mean speedups of 3.35x% for the
H100 machine and 1.94x for the A100 machine. As Figure 4 shows, a 7X speedup can be achieved
for training a GCN model for the Reddit dataset with only inference optimizations. However, this
can be increased significantly to 12X by training specific optimizations such as training-mask-based
sub-graph creation (Section 6.2.1) and training invariant code motion (Section 6.2.3). These training-
specific optimizations allowed GALA to achieve a geo-mean speedup of 2.52% over other baselines,
compared to the geo-mean speedup of 2.08% achievable with only optimizations for inference.

We observe a comparatively lesser speedup for GAT, as optimizations such as training-invariant
code motion (Section 6.2.3) cannot be performed as the aggregation operation involves learned
weights. The few slowdowns we observed (20 out of 174 in Figure 15) were mainly against SeaStar
and WiseGraph for smaller graphs (Cora). However, we observed significant speedups for larger
graphs (Reddit). This points to these systems being more optimized for smaller graphs.
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8.5 Ablation and Sensitivity Studies Table 7. Speedup from CIR and DIR separately, only from

8.5.1 lIsolated Contributions of IRs. We both CIR and DIR, and combining all for Reddit(RD) and

use Table 7 to showcase the importance OGBN-Products(OP) (2-layer GCN, hidden dim. of 32)

of each IR in GALA and the benefit of Speedup . .

- R - IRs used Transformations applied
their combination. Note that we designed RD | OP
our IRs to be heavily interconnected. Only CIR 0.9x | 0.9% | Thread coarsening

Isolating each IR limits the transforma- o1, DIR 1 36| 1.26x | Column tiling, unweighted

tions that are applied to just one type of graph kernels
. . . CIR and DIR | 5X | 1.5X |Inter-operator transformations
intra-operator transformation. With only

. .. . Combini 11110.3x| 2.5% |Combini 1t f ti
CIR, transformations are limited to intra- ompuing a X X |~ombining a” ranstormations

operator compute transformations (e.g.

thread coarsening), while with only DIR, transformations are limited to intra-operator data trans-
formations (e.g. column tiling). Using both CIR and DIR simultaneously allows for inter-operator
transformations (Section 6.2) but still falls short of the speedup achievable when all transformations
are combined. With this, we again see the synergy of applying multiple types of transformations
leading to higher speedups (For RD, 10.3>(0.9x1.36%5)), similar to what we observed in Section 3.

against WiseGraph across 2, 3, 4, and 8 layers and hidden

3.5
8.5.2 Scalability. Figure 16 shows the speedups of GALA  « 26 24 23 22 20 I
24 22 22 20

31 PN
dimensions varying from 32 to 1024. For this evaluation, we
. < 24 23 21 21 [,

tested the GCN model for the Reddit dataset. We observe
that the speedups generally increase as the number of lay- =« 25 23 23 23
ers increases. This stands as evidence of GALA’s capability 32 64 128 256 512 1024
to optimize each layer of a given GNN model to contribute Hidden dimensions
to the final overa.lll speefiup. We al.so (?bserve a dec.regse in WiseGraph for GALA with varying
speedup as the hidden dimension size increases. This is due . .

h . 1 th 1 . fth d number of layers and hidden dimen-
to the greater 1ncreaS(.e 1nt e overall runtime of the u.p ate oo (Reddit, GCN).
operations (GEMM primitive) where we use the same imple-
mentation as the baseline (Torch, which WiseGraph also uses), compared to the sparse operations,
such as aggregate, which GALA optimizes more compared to the baseline. To elaborate, given that
N is the number of nodes in the graph, E is the number of edges, and K is the hidden dimension
size (assuming both input and output sizes are same for simplicity), the complexity of the update
operation is O(N - K?), while the aggregate operation is O(E - K) (growing at K2 vs. K). Nonetheless,
we still observed significant speedups across all the layers and hidden dimensions we evaluated.

We use the OGBN-papers100M dataset

with node sampling to show GALA’s Table 8. Runtimes for OGBN-papers100M with node sampling

Layers

Fig. 16. Heatmap of speedups over

scalability with increasing graph sizes. ~Sample | #Nodes | #Edges | GALA | DGL | WiseGraph
Here, we sample the first n% of nodes 1% L1IM | 1.31M | 3.11 | 4.19 3.56
when performing the node sampling. 2% 2.22M | 3.01M | 6.07 | 7.64 6.81
Figure 16 shows the results of this eval- 5% 5.55M | 9.73M | 15.62 | 18.75 16.9
uation by presenting the runtimes of 10% | 11.11IM | 29M | 31.61 | 39.63 41.85
GALA, DGL, and WiseGraph with dif- 20 % 22.21M | 49.77M | 62.98 | 94.52 OoOoM

ferent node-sampling percentages. We

observe that GALA consistently achieves the best runtimes across the different graph sizes. These,
as well as the previous results with differing layers and hidden dimensions, show that GALA
achieves considerable speedups across different layers, hidden dimensions, as well as graph sizes.
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. .
ElTime(ms)  -10

8.5.3 Effect of Memory Consumption on Different Schedules. Fig- i? i e
ure 17 shows runtime and memory consumption when training a S g l ks -3 8
2-layer GCN model, for the Reddit graph dataset, for DGL, Wise- é . lg 3 Lf g 2? 5 3
Graph, and two different scheduling choices for GALA. The first  ° l% .g -1 ég 4§
schedule optimizes for memory and then performance, while the 1 l% l% .? ig 5=
latter further optimizes performance at the cost of a higher memory o lé § lé § lé § lé 0
consumption (2.05X more memory to run 1.23x faster). This addi- O oo ey e,

Fig. 17. Memory use and run-

tional memory consumption comes from tiling the graph (which is
larger than the graph without tiling) and creating subgraphs based
on the training set (Section 6.2.1). By allowing the control of such
choices through a schedule, GALA can facilitate the execution of
larger graph datasets at the cost of performing sub-optimally (yet still faster than existing systems).

time of DGL, WiseGraph, and
GALA with memory and time op-
timized schedules (2-layer GCN)

8.5.4 Sampling. We use neighborhood Table 9. Accuracy and inference times of different sampling
sampling to inspect the impact of func- methods in GALA for Reddit (RD) and OGBN-Products(OP)

tionally similar data and compute trans- (S2mple size =20, GCN)

formations in GALA. We observe that the  Sampling Method Time(ms) | Test Acc(%)

different methods of sampling result in RD | OP | RD | OP

varying outcomes, especially with other ~No sampling | 6.47 | 1253 | 9451 | 71.04

optimizations in play. The neighborhood Data samplin 095 | 633

sampling methods in GALA are, (a) data pue ' ' 92.07 | 73.31
plng ’ Kernel sampling 1.07 | 7.26

sampling - creates a sampled sub-graph
of the original input graph, and (b) kernel
sampling - samples during the kernel exe-
cution itself based on random values passed to the kernel. Table 9 shows the time and test accuracy
observed for a GraphSage model with GCN pooling, for GALA with (i) no sampling (best schedule),
(if) with data sampling (e.g. G. sample(. .)), (iii) with kernel sampling (e.g. aggr_fn.sample(..)),
and (iv) with dynamic kernel sampling (e.g. aggr_fn.sample(..).dynamic()). Note that in the
latter sampling method, the samples differ across epochs (thus, dynamic) and are not semantically
the same as (ii) and (iii). As seen in Table 9, the different sampling methods show speedups against
the model without sampling. Notably, sampling applied to OGBN-Products produced a higher
accuracy than the un-sampled execution due to inductive learning [20].

The most suitable sampling method may differ depending on the objective of executing the GNN
model. While data sampling has the fastest inference time per epoch, it incurs a pre-processing
overhead and consumes more memory. This overhead and memory consumption are dependent
on the graph and were 716 MB (20% of the total memory consumption) and for 1.9 ms Reddit. In
situations with significant constraints on memory or if the GNN model was only run for a single
pass, the kernel sampling approach would be more beneficial. If the objective is accuracy, the more
advanced dynamic kernel sampling is the most suitable as it dynamically samples across epochs.
This is shown for the OGBN-Products dataset, where it achieves the highest accuracy.

Dynamic Kernel sampling ‘ 1.07 ‘ 7.26 ‘ 93.13 ‘ 75.12

Hand-select [**JInput-aware

8.5.5 Manual Schedules vs. Input-Aware Compilation. The input-
aware compilation (Section 7.2) found schedules that were within
10% of hand-tuned schedules. By inspecting the dataset, GALA
predicts the best configuration for most schedules deterministically
(such as set_undirected). GALA predicts a parameter for other
non-trivial schedules such as col_tile using heuristics.

Reddit Teeeeeees]
OGBN-

Products essesssssssssssssssees

0 5 10
Execution Time(ms)

Fig. 18. GALA’s input-aware
code-generation compared to
hand-tuned schedules
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8.5.6 Overheads. GALA’s compilation overhead is very minimal, averaging only 5ms. In addition
to the compilation time, the data transformations of GALA also introduce preprocessing overheads
to the GNN program. Notably, col_tile can have a significant overhead, especially for smaller
tiling factors. In our evaluations, we use col_tile only for Reddit. The sub-graph creation in
Section 6.2.1 also introduces an overhead when performing training. However, these overheads can
be amortized, especially when training, as a GNN model can train for a large number of epochs
[6]. The overall preprocessing overhead we observe for Reddit is approximately 25% of a training
execution with 1000 epochs. This overhead is justifiable as even with it added to the execution
time, we still see a speedup of 3.02x over WiseGraph. Moreover, transformations such as these
that produce overheads can be turned off through GALA’s scheduling language based on a user’s
need. In addition, although we observed significant overheads (over 500s in certain instances) in
the other baseline systems, such as SparseTIR, we make comparisons purely on runtime.

9 Related Work

DNN Systems. Throughout the years, multiple systems have been developed to optimize deep
neural networks, which are primarily composed of dense operations. Compilers such as XLA [42]
and PyTorch 2 [4] have achieved significant speedups through various compiler optimizations and
have enabled the efficient execution of large DNN models such as Large-Language Models (LLMs).
However, DNN systems cannot efficiently implement GNNs as they do not support irregular sparse
computations, which brings its own challenges to the table.

DSLs with Scheduling Languages. We draw inspiration from Halide [40], the work that first
popularized the separation of algorithms and schedules for generating optimized code and targeted
image processing applications. An extension of Halide also introduced the ability to schedule
computations of operations used in the backward pass [35] similar to GALA. However, it only
focused on the computations themselves, whereas in GALA, transformations can be performed
on both the computations and data used in the backward pass. Slapo [9] is another system that
uses Halide as inspiration and presents a scheduling language for Large Deep Learning Models.
Graphit [58], and TACO [30], are scheduling languages much closer to GNNs as they focus on
graphs and sparse tensors, respectively. Compared to these languages, GALA opts for a hybrid
scheduling-automatic optimization approach focusing on GNNs.

Sparse Tensor Systems. The irregularity of most sparse computations led to multiple works
that achieve optimizations through innovative techniques applicable beyond regular-dense compu-
tations. A classical optimization is changing the underlying sparse data format. Adaptive Sparse
Tiling [22] is a well-known work in this domain that tiles the adjacency matrix of a graph based on
the degree of a node. There have been other works that select the best sparse format based on the
input [55], with some among them specifically focusing on GNNs [39]. Considering input sensitivity,
there have been multiple works that achieve significant speedups through inspector-executor-based
executions [10, 11]. TACO [30] is another milestone work in the domain of sparse computations, as
it produced a novel intermediate representation that allowed the general representation of multiple
sparse formats along with scheduling transformations. Many works have followed which improve
upon TACO, such as [3, 13, 27], which perform optimizations on loop ordering in sparse computa-
tions, and the fusion of kernels [12, 13]. In addition, going beyond traditional CPU implementations,
sparse tensor systems that function on GPUs, such as SparseTIR [54] and GSparse [26] have also
been developed. Systems such as SpEQ [31] and Mosaic [5] provide a new direction to lowering
sparse matrix operations by leveraging existing high-performance implementations whenever
possible. However, compared to the end-to-end GNN optimizations that GALA enables, most sparse
tensor systems focus on a single operator or a set of adjacent operators to improve performance for
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general sparse computations. This leads to these systems missing domain-specific optimizations
explored under GALA.

GNN Systems. Multiple GNN systems, ranging from general-purpose GNN frameworks to
compilers targeting specialized GNN models, have been developed over the years. DGL [45], and
PyG [18] still stand as popular frameworks due to their programmability and regular updates that
continuously improve existing implementations. Graphiler [51] and SeaStar [50] are compilers
specialized for optimizing GNNs with user-defined functions. Hector [49] is a system that uses
a data layout and kernel IR separation similar to GALA to optimize for Relational GNNs. In
addition to these systems, there have been multiple works that achieve significant speedups in
GNNs through various optimizations. [56] uses multiple optimization techniques, such as operator
reordering, kernel fusion, and re-computation of training results to achieve significant speedups.
GNNAdvisor [47] exposes the importance of input aware-optimizations in GNNs, such as reordering.
uGrapher [60] is another input-aware system that optimizes GNNs by selecting through different
parallelization schemes. WiseGraph [24] uses graph partitioning to accelerate GNN models. In
addition, operator fusion is another optimization commonly seen applied in the domain of GNNs
[19, 41]. Compared to these systems, GALA composes intra- and inter-operator optimizations to
achieve significant speedups. Through GALA’s IR design, GALA can also retain a global view of
an entire GNN program to enable optimizations specific to the training context and enhance the
end-to-end performance of GNNs.

10 Limitations and Future Work

GALA shows the synergistic benefits of performing both intra- and inter-kernel optimizations in
GNNs while enabling novel automatic domain-specific optimizations. We believe that GALA can
be extended to include even more optimizations, which we consider as valuable future work. Here,
we list some of these along with potential methods to support them.

e GALA does not expose all possible schedule optimizations, such as fine-grained control of
memory (in GPUs, storing and using in global or shared memory) and thread mapping. Specifi-
cally, these optimizations can be exposed to the user by extending the scheduling language and
storing the specified transformations in the CIR or DIR.

e Operator fusion is a powerful technique that can be used to attain significant speedups (e.g. one
of the techniques used by SeaStar to attain the speedups in Figure 14 for GAT). GALA can add
this transformation to its arsenal by adding a new transformation pass to fuse nodes in the CIR.

e GALA performs code transformations that are either (a) based on the input schedule (intra-
operator) or (b) are automatic transformations that always improve runtime (inter-operator).
However, more intricate transformations (such as operator fusion as described in the point
above) would require complex input-aware decisions to be made at both the intra- and inter-
operator levels. Extending the current transformation infrastructure to incorporate tools such
as cost models for simulating runtime costs would enable better search strategies and allow
such transformations to be supported by GALA.

11 Conclusion

In this work, we introduce GALA, a DSL and a compiler that optimizes both GNN inference
and training. GALA compiler composes optimizations at both intra- and inter-operator levels
by separately tracking the transformations using its compute and data IRs. This allows GALA to
exploit synergies between optimizations that happen at different levels, leading to improved runtime
performance. Further, GALA’s IRs maintain a global view of the GNN computation, allowing it
to perform novel training-specific optimizations. Our evaluations show that GALA outperforms
state-of-the-art GNN inference and training systems across widely used GNN models and graphs.
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Data-Availability Statement

Our artifact [32], evaluated and freely available, is a C++ code repository that implements a DSL
compiler that lowers GNN models written in the GALA language to CUDA and LibTorch. When
compiled, this repository would generate the compiler as an executable. The datasets used for the
artifact are well-known in the GNN domain and are publicly available at https://ogb.stanford.edu/
docs/nodeprop/ and https://www.dgl.ai/dgl_docs/api/python/dgl.data.html.
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