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Tensor compilers, essential for generating e!cient code for deep learning models across various applications,
employ tensor graph rewrites as one of the key optimizations. These rewrites optimize tensor computational
graphs with the expectation of preserving semantics for tensors of arbitrary rank and size. Despite this
expectation, to the best of our knowledge, there does not exist a fully automated veri"cation system to prove
the soundness of these rewrites for tensors of arbitrary rank and size. Previous works, while successful in
verifying rewrites with tensors of concrete rank, do not provide guarantees in the unbounded setting.

To "ll this gap, we introduce T!"#$%R&’(), the "rst automatic veri"cation system that can verify tensor
graph rewrites for input tensors of arbitrary rank and size. We introduce a core language, T!"#$%R&’() DSL,
to represent rewrite rules using a novel axis de"nition, called aggregated-axis, which allows us to reason about
an unbounded number of axes. We achieve unbounded veri"cation by proving that there exists a bound on
tensor ranks, under which bounded veri"cation of all instances implies the correctness of the rewrite rule
in the unbounded setting. We derive an algorithm to compute this rank using the denotational semantics of
T!"#$%R&’() DSL. T!"#$%R&’() employs this algorithm to generate a "nite number of bounded-veri"cation
proof obligations, which are then dispatched to an SMT solver using symbolic execution to automatically verify
the correctness of the rewrite rules. We evaluate T!"#$%R&’()’s veri"cation capabilities by implementing
rewrite rules present in XLA’s algebraic simpli"er. The results demonstrate that T!"#$%R&’() can prove the
correctness of 115 out of 175 rules in their full generality, while the closest automatic, bounded-veri"cation
system can express only 18 of these rules.
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1 Introduction
Deep learning frameworks, such as TensorFlow [1], PyTorch [31], and JAX [8], along with their
backend optimizing tensor compilers, such as XLA [11] and TorchInductor [2], have been instru-
mental in enabling machine learning (ML) practitioners to experiment, train, and deploy various
neural network architectures. These tensor compilers manipulate computations with tensors as
"rst-class objects, utilizing tensor computational graphs as their intermediate representation (IR).
The nodes in these graphs represent tensor operators, while the edges denote input/output tensors.
Examples include XLA’s High Level Operators (XLA-HLO) [12], PyTorch’s torch.fx operators [33],
and ONNX’s tensor operators [10]. Middle-end tensor compiler optimizations often transform
these tensor graphs to produce more e!cient variants. A key optimization which has attracted
signi"cant research [20, 38, 41] is tensor graph rewrites. This optimization is a common pass in
industrial tensor compilers such as XLA1.

Tensor graph rewrites transform a subgraph of the original tensor graph to an equivalent version
that is more e!cient. For example, consider the dot (einsum) operator that takes two tensors and
a set of contraction and batch axes as input and performs sum-of-products over the speci"ed
contraction axes. If the batch and contraction axes are empty (precondition), an expensive dot
operation may be decomposed into a simpler composition of element-wise multiplication and
expand operations (represented as dot(A,B) ↑𝐿 binary(expand(A), expand(B), ↓) in our notation,
with precondition 𝐿). In general, these rewrite rules are expected to be correct for tensors of
arbitrary rank (number of axes) and size (individual axis sizes). We term this property as the rewrite
rules being rank- and size-polymorphic. We found that most tensor graph rewrites in XLA’s algebraic
simpli"er have this property. Hence, it is important that compiler developers ascertain that the
rules are indeed correct for input tensors of arbitrary rank and size.

There have been multiple e#orts at formally proving the correctness of these rewrites. However,
automatically verifying tensor graph rewrites for tensors of arbitrary rank and size has remained
challenging. Previous automatic veri"cation techniques instantiate "xed-ranked, concrete-sized
tensors with symbolic values as a part of their veri"cation process. As a result, their proofs do not
generalize to the unbounded setting, where input tensors can be of arbitrary rank and size. Further,
existing veri"cation systems do not support preconditions on rules, which we "nd abundant
in compilers such as XLA. For example, TASO [20] proposes an axiomatic approach to verify
tensor graph rewrites. The rewrite rules they synthesize from their axiom pool are rank- and
size-polymorphic. However, the axioms themselves are only veri"ed on small, concrete-sized input
tensors. TENSAT [41] improves the search e!ciency of TASO, but relies on TASO’s rewrite rule
synthesis and veri"cation process. PET [38] uses statistical testing to give rigorous guarantees on
more expressive rewrites for tensor computational graphs of concrete-rank and concrete-sized
tensors. Successful works that have veri"ed tensor graph rewrites in the unbounded setting have
been manual veri"cation e#orts with proof assistants like Coq [25, 26].
1https://github.com/openxla/xla/blob/main/xla/hlo/transforms/simpli"ers/algebraic_simpli"er.cc
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In this paper, we introduce the "rst automatic, push-button veri"cation system, T!"#$%R&’(),
that allows users to succinctly express and verify tensor graph rewrite rules for input tensors of
arbitrary rank and size. Further, in order to aid tensor compiler developers, we developT!"#$%R&’()
to be able to handle the complexities of rewrite rules found in the XLA compiler.We have to overcome
several key challenges in realizing these goals.

Representation. First, we need to succinctly represent tensor graph rewrite rules in a way that
allows reasoning about their correctness in the unbounded setting. Second, we need to model the
highly parameterized operators in XLA-HLO. For example, XLA-HLO’s conv operator works with
arbitrary batch, contraction, and spatial axes speci"cations and has rich padding and dilation
attributes. Further, XLA rewrite rules can be guarded by complicated preconditions.
We overcome these challenges by designing a rewrite rule speci"cation language, called T!"*

#$%R&’() DSL, with tensor operators closely resembling those in XLA-HLO. T!"#$%R&’() DSL
introduces a novel axis de"nition called aggregated-axis that represents a possibly unbounded set
of axes, rather than capturing one axis at a time. A tensor in T!"#$%R&’() DSL consists of a !nite
number of aggregated-axes, where they can potentially be instantiated to any number of axes. This
allows us to reason about how input tensors are mutated by tensor operators, treating similar axes
collectively. All T!"#$%R&’() DSL operators are de"ned to work with aggregated-axes, making the
rewrite speci"cations rank- and size-polymorphic. Additionally, the representation with aggregated-
axes is general enough to support a sizable subset of tensor operators and their parameterizations,
as de"ned in XLA-HLO (e.g. conv). However, the representation cannot support layout-sensitive
operators, such as reshape and bitcast. We implemented the most common operators appearing
in XLA’s rewrite rules to demonstrate T!"#$%R&’() DSL’s expressivity. Rewrite speci"cations in
T!"#$%R&’() DSL accept preconditions, which can also be rank- and size-polymorphic. Finally,
we provide denotational semantics of these operators, which we use to verify these rules.

Veri!cation. The next major challenge that we need to overcome is: given speci"cations in the
T!"#$%R&’() DSL, how can we automatically verify that the rewrites are correct? This requires
proving them correct in the unbounded setting. Instantiating unbounded tensors is not feasible,
while using symbolic tensors of concrete-rank and size during automatic veri"cation can result in
proofs that only hold for input tensors of that particular rank and size, as shown in §2.3.

To handle unbounded sizes, we leverage the capabilities of SMT solvers to perform unbounded
reasoning using uninterpreted functions and unbounded integers. For unbounded ranks, we over-
come the challenge by proving that there exists a bound on the ranks, such that if we prove the rule
correct for all possible ranks within the bound, then the rule is also correct for arbitrary ranks and
sizes. This allows us to reduce the unbounded veri"cation problem to a set of bounded veri"cation
cases, which can be dispatched to an automatic veri"cation engine. We derive a bound inference
algorithm using the denotational semantics of T!"#$%R&’() DSL. Given these theoretical founda-
tions, T!"#$%R&’() automatically veri"es a given rewrite rule written in T!"#$%R&’() DSL in two
steps. First, it uses the bound inference algorithm to "nd a su"cient rank for each aggregated-axis.
Next, for all ranks equal to or below this bound, T!"#$%R&’() instantiates concrete-ranked input
tensors for each aggregated-axis. It then uses big-step operational semantics, derived from the
denotational semantics of T!"#$%R&’() DSL, to create proof obligations as SMT queries using
symbolic execution. If all of these bounded cases are proven by an SMT solver, T!"#$%R&’() then
concludes that the rewrite rule is correct.

We implement the T!"#$%R&’() system in Haskell and use Grisette [29] as the symbolic evalua-
tion engine. We further provide a T!"#$%R&’() Frontend that abstracts away some core T!"#$%*
R&’() DSL constructs to make developing rewrite rules easier. T!"#$%R&’() dispatches all SMT
queries to the Z3 [15] SMT solver to ascertain the soundness of a given rewrite rule. To evaluate
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T!"#$%R&’()’s capabilities in representation and veri"cation, we assessed it using a comprehensive
set of rules incorporated within XLA’s algebraic simpli"er. We successfully represented 121 of these
rules and veri"ed 115 of them in T!"#$%R&’(). Almost all rules were veri"ed in the unbounded
setting within a second. Comparatively, other bounded-veri"cation systems, such as TASO [20] and
PET [38], could only express 14 and 18 rules and verify 6 and 16 rules, respectively, exemplifying
T!"#$%R&’()’s representation and veri"cation capabilities. Further, we show case studies where
T!"#$%R&’() helps generalize rewrites with complicated preconditions, showcasing its usefulness
during compiler development.

In summary, this paper makes the following contributions.
• We present a language, T!"#$%R&’() DSL (§4) to specify tensor graph rewrites with (1) a
novel axis construct called aggregated-axes, allowing representation of operators and rewrite
rules that are rank- and size-polymorphic (2) operator speci"cations that closely resemble
XLA-HLO (3) precondition speci"cations on rewrite rules.

• We provide denotational semantics for T!"#$%R&’() DSL (§5). To the best of our knowledge,
this is the "rst formalization of a sizable subset of operators in a production-quality tensor IR.

• We provide the "rst automatic veri"cation strategy (§6) that can reason about the correctness
of tensor graph rewrites that are rank- and size-polymorphic.

• We develop T!"#$%R&’() that implements this veri"cation strategy and evaluate it (§8) by
representing and verifying tensor graph rewrites present in XLA’s algebraic simpli"er.

T!"#$%R&’() is open-source, publicly available at https://github.com/ADAPT-uiuc/TensorRight

2 Background and Motivation
We "rst provide background on tensors and related concepts before motivating the need for
automatic and unbounded veri"cation of tensor graph rewrites. We then describe a key insight of
our unbounded-veri"cation methodology.

2.1 Preliminaries
Tensors are a generalization of scalars (0-dimensional tensors), vectors (1-dimensional tensors), and
matrices (2-dimensional tensors) to 𝑀-dimensional objects. A popular implementation of a tensor is
multi-dimensional arrays. An axis of a tensor (also commonly known as a dimension) represents a
direction across which the tensor’s data can be traversed. The rank of a tensor (also commonly
known as its dimensionality) refers to the number of axes the tensor has. The shape of a tensor
describes the size of each axis, i.e., the number of elements that exist along each axis. The size of a
tensor refers to the total number of elements in the tensor, calculated as the product of individual
axis-sizes. The axes of an 𝑀-dimensional tensor are numbered from 0 up to 𝑀 ↔ 1. Each element of a
tensor is uniquely identi"ed by a list of positional indices, with one index for each axis.

For example, a 2-dimensional tensor𝑁, containing 3 groups of elements along axis 0 and 4 groups
of elements along axis 1, has a rank of 2, a shape of 3 ↗ 4, and a size of 12. Such a tensor can be
accessed by a pair of positional indices:𝑁[𝑂, 𝑃] denotes the value at the 𝑂𝑀𝑁 position along axis 0
and 𝑃𝑀𝑁 position along axis 1. Another way to implement tensors, called named tensors, assigns
explicit names to the axes of a tensor, referred to as named-axes. T!"#$%R&’() adopts the latter
approach, which we describe in detail in §4.1.

Tensor Graph Rewrites. A tensor operator refers to any operation that takes tensors as input and
returns tensors as output. A tensor computational graph is a directed acyclic graph that represents
a sequence of tensor operations. The nodes in the graph represent tensor operators, while the
edges indicate the $ow of data (tensors) between these operators. Tensor graph rewriting is a key
optimization employed by tensor compilers, which replaces a subgraph of the input graph with
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another, equivalent subgraph, subject to certain preconditions. This optimization is governed by a
set of rules, called tensor graph rewrite rules.

The algebraic simpli"er of the XLA compiler contains hundreds of tensor graph rewrites, executed
during program compilation. Given that XLA consistently executes this simpli"er, it is crucial to
ensure the correctness of these rewrite rules. However, currently the rewrite rules are not veri"ed.
Therefore, the developers rely on unit tests and limit the generality of the rules to alleviate concerns
of introducing compiler bugs.

We aim to automatically verify tensor graph rewrites deployed in XLA, which work with tensors
of arbitrary ranks and sizes. Existing veri"ed tensor graph rewrite systems are either not automatic,
lack support for complex XLA-HLO operators and preconditions, or cannot verify rewrite rules in the
unbounded setting . We now demonstrate the importance of automatic and unbounded veri"cation
of tensor graph rewrites and discuss a key insight that enables us to achieve these goals.

2.2 Need for Automatic Verification
The algebraic simpli"er in XLA contains complex rewrite rules whose correctness is not intuitive.
Developers often limit the generality of these rewrite rules by imposing preconditions. For instance,
consider the F$+,C$"-I"./)P0, rule shown in Fig. 1.

FoldConvInputPad :
let 𝑄𝑂𝑃 = 𝑄𝑃 + 𝑄𝑃𝑄 in
let 𝑄𝑂𝑁 = 𝑄𝑁 + 𝑄𝑁𝑄 in

conv(pad(𝑅, 0, 𝑄𝑃𝑄 , 𝑄𝑁𝑄 , 𝑄𝑅𝑄 ), 𝑅 ↘,
𝑆, 𝑇 ,𝑈,
𝑄𝑃 , 𝑄𝑁, 𝑄𝑅 , 𝑄

↘
𝑅 )

=↑𝑆𝐿𝑀=0 ≃ 𝑆𝐿=1
conv(𝑅, 𝑅 ↘,𝑆, 𝑇 ,𝑈,

𝑄𝑂𝑃 , 𝑄𝑂𝑁, 𝑄𝑅 , 𝑄
↘
𝑅 )

Fig. 1. F!"#C!$%I$&’(P)# rule taken
from XLA’s Algebraic Simplifier.

The idea behind the F$+,C$"-I"./)P0, rule is simple:
fold the padding operator into the convolution operator. It
folds the edge padding, i.e., the lower and higher padding (𝑄𝑃𝑄
and 𝑄𝑁𝑄 ) into the convolution padding (𝑄𝑃 and 𝑄𝑁), but does
not fold the interior padding (𝑄𝑅𝑄 ) into the base dilation (𝑄𝑅 ).
The precondition of this rule requires zero interior padding
(𝑄𝑅𝑄 = 0) and a base dilation of one (𝑄𝑅 = 1). The XLA repository
contains the following comment2 on the preconditions:

Edge padding composes with itself in the straight-
forward way, but composing interior padding is
nontrivial, and we cowardly refuse to think about
it. If we see interior padding in either the kPad or
conv, bail if there’s any sort of padding in the other.

Developers restrict the rule because the general case is non-trivial. Existence of an automatic
veri"cation system would allow incremental re"nement of the rule and provide counterexamples
during development. As a consequence, it would enable developers to build more general rewrite
rules and be con"dent that the rewrite rules are valid for arbitrary ranks and sizes. For example,
T!"#$%R&’() can prove a more general version of the F$+,C$"-I"./)P0, rule with interior
padding, as discussed in §8.3. The generalization involves removing the precondition and computing
the folded padding and dilation attributes as: 𝑄𝑂𝑃 = 𝑄𝑃+𝑄𝑅↗𝑄𝑃𝑄 , 𝑄𝑂𝑁 = 𝑄𝑁+𝑄𝑅↗𝑄𝑁𝑄 , and 𝑄𝑂𝑅 = 𝑄𝑅+𝑄𝑅↗𝑄𝑅𝑄 .
This folding of attributes is non-trivial to come up with, but T!"#$%R&’() can prove the rewrite
rule to be valid. With the aid of T!"#$%R&’(), we believe that compiler engineers will be able
to quickly iterate through complex rewrite rules and get feedback on their correctness through
counterexamples, thereby increasing productivity.

2.3 Need for Unbounded Verification
We demonstrate with an example that verifying a tensor graph rewrite for a certain rank may not
su!cient to guarantee correctness in the unbounded setting, where input tensors can be of arbitrary
2https://github.com/openxla/xla/blob/ac380bb187abdb3efbbac776141e3a2300209232/xla/service/algebraic_simpli"er.cc#
L8764-L8767
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ranks and sizes. Consider the S+&1!D2U.S+&1! rule shown in Equation 1, where 𝑄 represents the
shape of the input tensor Y, zero represents a tensor with all values as 0, and 𝑉 represents a vector
with all values as 𝑉 . Other operator inputs like start, end, and stride are called operator attributes.

dyup-slice(slice(Y,0

start

,

⌊
𝑄 + 1
2

⌋
end

, 1

stride

), zero

update

, 1

o!set

) =↑ dyup-slice(slice(Y,0

start

, S

end

, 2

stride

), zero

update

, 1

o!set

) (1)

The left-hand side (LHS) expression "rst applies the slice operator, which extracts a sub-tensor
from Y by picking elements from the 0𝑀𝑁 index (start) up to the ⇐ 𝑆+12 ⇒𝑀𝑁 index (end) along each axis.
It is then followed by the dyup-slice operator, which zeroes (update) out all the points whose axes
indices are greater than or equal to 1 (o!set). The right-hand side (RHS) expression "rst applies
the slice operator, which extracts a sub-tensor from Y by picking every 2𝑇𝑈 element (stride) along
each axis. It is then followed by the dyup-slice operator, which zeroes out all the points whose axes
indices are greater than or equal to 1.

Rank-1 input Rank-2 input

LHS 0

0

slice dyup-sliceY 0

0

0

0

slice dyup-sliceY

RHS 0

0

slice dyup-sliceY 0

0

0

0

slice dyup-sliceY

Fig. 2. Illustration for S"*+,D-U&S"*+, rule depicting various regions in the input tensor for ranks 1 and 2.
The le"most element is shown as crossed out. The green and blue regions indicate the elements extracted by
slice in LHS and RHS, respectively. The zeroed out region a"er the dyup-slice is indicated by 0-elements.

Fig. 2 illustrates the rule applied to input tensors of rank 1 and 2. The crossed-out element
corresponds to the point with all indices as 0. We refer to this as the leftmost element. The leftmost
element is left untouched throughout the computation in both LHS and RHS. The green region,
along with the leftmost element, corresponds to the sub-tensor obtained after the slice in LHS. The
blue region, along with the leftmost element, corresponds to the sub-tensor obtained after the slice
in RHS. The zeroed out region after the dyup-slice is represented using 0-elements.
As we can observe for the 1-dimensional case, the "nal LHS and RHS expressions are equal

since the green and blue regions get zeroed out completely. Meanwhile, for the 2-dimensional case,
the green and blue regions are not completely zeroed out, so the LHS and RHS expressions have
regions that do not match. Therefore, the rule is valid for rank 1 but is invalid for rank 2. In fact,
the rule is invalid for any rank higher than 2. This example demonstrates that verifying the rule for
a certain rank, in this case 1, does not guarantee correctness at other ranks, making it important to
verify the rule for all possible ranks.

2.4 Key Observation
A rewrite rule is valid if the LHS and RHS expressions are equal for input tensors of any rank.
Otherwise, the rule is invalid and would exhibit a counterexample. A counterexample contains a
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valuation of all the variables in the rule (including tensors and operator attributes) and an access 𝑊
(list of positional indices), such that LHS[𝑊] and RHS[𝑊] do not match.

Verifying a rule for each rank separately is infeasible since there are a denumerable number of
such ranks. However, we make an observation that there exists a su"cient rank 𝑋 , such that if the
rule is valid for rank 𝑋 , then it can be proven valid for any rank greater than 𝑋 . This insight allows
us to avoid verifying the rewrite rule for ranks greater than 𝑋 . A more intuitive way to understand
this is through its contraposition, i.e., if a counterexample exists at a rank greater than 𝑋 , then
a counterexample exists at rank 𝑋 . We demonstrate with the same example rule from §2.3 that
verifying the rule for rank 2 is su!cient to ensure correctness for all higher ranks.

0

0

0

0

0

0

0

0

axis 1

ax
is 

0

axis 2

slice dyup-slice

Y LHS[0,0,1]

(a) LHS for rank-3 input

0

0

0

0

0

0

0

0

axis 1

ax
is 

0

axis 2

slice dyup-slice

Y RHS[0,0,1]

(b) RHS for rank-3 input
Fig. 3. The S"*+,D-U&S"*+, specialized for rank-3 inputs. The LHS and RHS expressions are presented using
2-dimensional cross-sections along axis 2. The access 𝑊3 = [0, 0, 1] is highlighted in LHS and RHS.

Consider the S+&1!D2U.S+&1! rule applied to input tensors of rank 3, as shown in Fig. 3. Clearly,
the LHS (Fig. 3a) and RHS (Fig. 3b) have regions (green and blue) that do not match. Therefore
the rule is invalid for rank 3 and exhibits a counterexample. The counterexample would contain
an access 𝑊3 at which LHS and RHS do not match. This access can correspond to any location in
the green and blue regions. Without loss of generality, we consider the case when 𝑊3 = [0, 0, 1],
highlighted as a sketched-out location in Fig. 3a and Fig. 3b.
Given this counterexample at rank 3, we try to construct a counterexample at rank 2, which

would contain an access𝑊2. An obvious counterexample construction involves projecting out one of
the axes. There are 3 choices for the axis to project out: axis 0, axis 1, and axis 2, as shown in Fig. 3.
If we project out axis 2, then the resulting counterexample access 𝑊2 would be [0, 0], but LHS[0, 0]
and RHS[0, 0] have to always match since it is the leftmost element. Therefore, this projection does
not lead to a counterexample. We instead observe that projecting out any of axis 0 or axis 1 results
in a counterexample at rank 2. In fact, any counterexample at rank 3 for the S+&1!D2U.S+&1! rule
can be lowered to a counterexample at rank 2. Moreover, it can be shown that any counterexample
at a higher rank can be lowered to a counterexample at rank 2. Therefore, if the S+&1!D2U.S+&1!
rule is valid for rank 2, then it is valid for any higher-rank. Note that the same does not hold for
rank 1: given a counterexample at rank 2, we cannot construct a counterexample at rank 1. Based
on these observations, we conclude that 2 is a su!cient rank for this rule and verifying the rule for
ranks 1 and 2 ensures correctness in the unbounded setting.
In T!"#$%R&’(), we extend these observations to any arbitrary rule by "rst partitioning the

axes of a tensor into “groups”, where all axes in a group share the same “role” and are treated
uniformly by the operators. We then present an algorithm to compute a su!cient rank for each
group, allowing us to avoid verifying the rule for ranks beyond these su!cient ranks.
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3 Overview
Our goal is to automatically verify rewrite rules for arbitrary tensors and operator attributes.
Handling arbitrary tensors requires reasoning about tensor values, axis sizes, and ranks, all of
which could be arbitrary. We illustrate the challenges in representing and verifying rewrite rules
with the help of an example and present T!"#$%R&’(), that helps us overcome these challenges.

3.1 T!"#$%R&’() Rewrite Rules
Similar tomany other tensor graph rewrite systems,T!"#$%R&’() rewrites aremodeled as rewriting
an LHS tensor expression to an RHS tensor expression, subject to certain preconditions. The users
use the constructs provided by T!"#$%R&’() DSL to write tensor expressions and preconditions.
We use the notation LHS ↑𝐿 RHS to represent a generic tensor graph rewrite, where LHS and
RHS are tensor expressions and 𝐿 is the precondition under which the rewrite rule is supposedly
correct, which is veri"ed by our system.

Example. Consider the D2#+&1!T$S+&1! rule shown in Equation 2, extracted from XLA’s algebraic
simpli"er, which desugars the dy-slice operator to the more e!cient slice operator.

dy-slice(Y,𝑆, 𝑌) =↑𝑉↔𝑊↘=𝑋 ≃ 𝑌=1 ≃ 𝑊↘=𝑊 slice(Y,𝑆↘, 𝑍, 𝑎) (2)

Fig. 4 depicts the D2#+&1!T$S+&1! rule visually. The dy-slice operator extracts a sub-tensor from
the input tensor Y, where the start-index for each axis is speci"ed in 𝑆 and the length of the slice
along each axis is passed in 𝑌. Meanwhile, the slice operator also extracts a sub-tensor from within a
bounding box in the input tensor Y. The start-indices for the bounding box are speci"ed in 𝑆↘, while
the end-indices (exclusive) are speci"ed in 𝑍. 𝑎 speci"es the stride for each axis, which determines
the step size between elements in the bounding box.

dy-slice(start, length)

start length

slice(start, end, stride)

start stride

end

Fig. 4. Illustration of dy-slice and slice operators. The
shaded regions denote the operator outputs.

The D2#+&1!T$S+&1! rule is generally not cor-
rect, unless 𝑍 ↔ 𝑆↘ (the size of the bounding box
in slice) is equal to 𝑌 (the length in dy-slice). The
other requirements are that slice should skip no
elements, i.e., 𝑎 = 1, and the start indices in slice
and dy-slice must be the same, i.e., 𝑆↘ = 𝑆. Since
these are speci"ed in the precondition, the RHS
expression is equivalent to the LHS expression.
Our goal is to represent and verify this rule for
arbitrary tensors and operator attributes. We now
discuss each challenge individually and explain
how our system addresses them.

3.2 Representation in T!"#$%R&’() DSL
Challenges in representation. First, since the D2#+&1!T$S+&1! rule should be correct for all instan-

tiations of the tensor Y, our system should allow representing a tensor of arbitrary rank and size.
Second, it should allow specifying arbitrary operator attributes like start, end, stride, and length,
to ensure that the rule is correct for all possible operator attributes. It should also allow performing
operations on attributes, like doing arithmetic on end and start while specifying the precondition.
Third, the operators provided by the system should model those that are found in XLA-HLO. Last, it
should allow de"ning preconditions on a rule (e.g., stride values being 1).

T!"#$%R&’() Frontend. We present a frontend language in which users can express abstract
rewrite rules along with preconditions. T!"#$%R&’() will build internal representations (§4) of
rewrite rules from the speci"cation, which can be instantiated to arbitrary ranks.
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1 rule = do
2 rcls <- newRClass !rcls!
3 [size, start, start', length, end, stride] <-
4 newMaps [!size!, !start!, !start'! !length!, !end!, !stride!] rcls
5 Y <- newTensor @TensorInt !Y! [rcls --> size]
6 lhs <- dynamicSlice Y [rcls --> start] [rcls --> length]
7 rhs <- slice Y [rcls --> start'] [rcls --> end] [rcls --> stride]
8 precondition [end, start', length] $ \[end, start', length] -> end - start' .== length
9 precondition [stride] $ \[stride] -> stride .== 1
10 precondition [start, start'] $ \[start, start'] -> start' .== start
11 rewrite !DynamicSlice(Y) => Slice(Y)! lhs rhs
12
13 verifyDSL rule

Listing 1. The D-."*+,T!S"*+, rule represented in T,$.!/R*01( DSL.

Listing 1 illustrates the D2#+&1!T$S+&1! rule implemented in the T!"#$%R&’() Frontend. Instead
of using "xed-rank tensors, the tensors in T!"#$%R&’() DSL are represented with aggregated-axes,
that can be instantiated to any number of axes. All axes in an aggregated-axis share the same “role”
and are treated uniformly by all the operators, allowing us to reason about an unbounded number
of axes compactly. There might be multiple aggregated-axes in a rule to capture di#erent roles of
axes. Some of them must be instantiated to the same rank in a correct rule and this constraint is
represented by a rank class (RClass) as discussed in §6.

On line 2 in Listing 1, we declare a newRClass andwe refer to it by rcls. InT!"#$%R&’()DSL, we
can refer to the aggregated-axis with the RClass itself, if an RClass has exactly one aggregated-axis.
On lines 3-4, we declare multiple abstract-maps on rcls. These abstract-maps can be instantiated
to concrete-maps, whose domain is the same as the axes in the aggregated-axis represented by rcls.
When instantiated, they map axes in rcls to symbolic values, which can represent axes sizes, start
indices, end indices etc. On line 5, we declare a new tensor containing integer elements, with the
shape {rcls ⇑→ size}. Similarly, the created tensor can also be instantiated with any number of
axes (all of which behave in the same way) and symbolic sizes. We then construct the LHS and RHS
expressions on lines 6 and 7, respectively. On line 8, we specify the precondition that the di#erence
of the end and start indices should be equal to the length. On line 9, we specify that the stride
values should be 1 for all axes. On line 10, we specify that the start indices should be same on both
sides. Finally, we construct the rewrite rule on line 11.

This example demonstrates how we can represent tensors with arbitrary rank and sizes, specify
arbitrary operator attributes, construct tensor expressions, and specify complex preconditions in
T!"#$%R&’()DSL. We now discuss our veri"cation methodology built on top of this representation.

3.3 Verification

Frontend

Rewrite Rules in
TensorRight

Type/RClass Check

Aggregated
Representation

Bound Inference
{rclass0: 3, ...}

Analysis

Instantiation

Instance0
{rclass0: 1, ...}

Instance1
{rclass0: 1, ...}

Instance2
{rclass0: 2, ...}

Symbolic
Evaluation

SMT-based
Verification

All
Verified? Valid

Invalid

Induction

Bounded Verification

Fig. 5. T,$.!/R*01( Overview and Workflow.
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Fig. 5 describes our approach to verifying rules with tensors of arbitrary rank and sizes. With the
aggregated representation created in §3.2, the system infers a bound for each RClass and instantiates
them to all the ranks within the bound. Each instance can then be proven with symbolic evaluation
by SMT solvers. This is based on a crucial theorem (§6.3) that for all RClasses in a rule, there exists
a mechanically derivable bound on the ranks, such that proving all instances within the bound
implies that the rule is correct for all ranks. With this bound, we convert the unbounded-veri"cation
proof obligation to a "nite number of bounded-veri!cation proof obligations. The correctness of the
rule with ranks beyond the bound is then established with induction.

1 ruleLowered = do
2 # Instiate rcls to a concrete set

3 S→ <- rcls

4 # Define concrete maps on rcls

5 size <- Map S→ SymInteger

6 # Maps for other attributes like start, length
7 Y <- newTensor @TensorInt !tensor! [rcls --> size]
8 lhsSym <- [[...]] # Symbolic Representation of LHS
9 rhsSym <- [[...]] # Symbolic Representation of RHS
10 pre <- ... # Precondition of the rule
11 # Axes and Shape Checks
12 assert $ lhsShape .== rhsShape
13 A <- generalAccess(lhs, rhs)
14 verify $ pre && lhsValid -> lhsSym[A] .== rhsSym[A]

Listing 2. Frontend Rewrite Rule lowered to our core syntax.

On line 13 in Listing 1, we call
verifyDSL on the constructed rule,
which is our main veri"cation rou-
tine. First, it infers a bound for every
RClass in the rule. The bound infer-
ence algorithm collects the number
of unique boolean conditions and ten-
sor accesses in the rewrite rule. In
this case, there is only one RClass,
no boolean conditions, and a single
unique access to the tensor. We infer
the bound to be 1. This means that if
the rule is correct for all rank-1 ten-
sors, then the rule is correct for ten-
sors containing any number of axes.
We discuss these conditions and ac-
cesses in detail in §6.
Second, it specializes the rule for these ranks, ending up with "xed-rank but arbitrary-sized

tensors. Listing 2 shows some details of the lowered code in our core T!"#$%R&’() DSL. On line 3,
we instantiate rclswith a known-rank (1 in this case) and get the set of concrete-axes in S→. On line
5, we declare concrete-maps corresponding to the abstract maps in Listing 1. These maps now have
a concrete-domain, same as S→. In lines 7-10, we create concrete-ranked input tensors, generate
symbolic representations of LHS and RHS with symbolic evaluation, and specify preconditions.
We make an initial assertion on line 12 that both expressions have the same symbolic shape. One
line 14, we express one of the main veri"cation conditions, i.e., the equality between LHS and RHS
expressions under a general access A, which is discharged to an SMT solver. The solver decides
that the proof obligation is a tautology and the rule is deemed veri"ed in the unbounded setting.
The example demonstrates how we take the abstract speci"cation of a rewrite rule expressed

in T!"#$%R&’() Frontend, infer a bound for each RClass, instantiate every aggregated-axis, and
discharge bounded-veri"cation proof obligations. We describe the T!"#$%R&’() DSL in §4, the
denotational semantics in §5, and our veri"cation methodology in detail in §6.

4 Rewrite Rule Representation
In this section, we show our rank- and size-polymorphic rewrite rule representation constructed by
the T!"#$%R&’() Frontend introduced in §3.2. We take a set of operators from XLA-HLO and model
them in T!"#$%R&’(). We show a subset of the modeled operators in Fig. 6 for discussion (more
modeled operators can be found in Appendix A). We can extend the set to other layout-insensitive
operators, whose semantics do not depend on the particular physical layout of the operands. Some
operators that do not fall into this category include reshape and bitcast.
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The key distinction of our DSL from XLA-HLO is that we group axes into aggregated-axes, where
all the axes in the same group share the same “role” and are treated uniformly by the operators.
This allows us to describe rewrite rules with tensors containing any number of axes in a compact
manner. In §6, we extend this representation by tagging the aggregated-axes with rank classes to
help us with the instantiation of aggregated-axes into concrete-axes for veri"cation purposes.

4.1 Named Axes

𝑏 ω Int | Bool | Real Type
𝑐 ⇓ A Named-axes
𝑑 ⇓ X = P(A) Aggregated-axes
𝑒 ⇓ list[Int] → Int Map function
𝑁 ω M | fmap(𝑒 ,𝑁+) Maps
𝑓 ⇓ P(X) Set of aggregated-axes
𝑄, 𝑔 ⇓ 𝑁X Shapes and indices
𝑕 ⇓ XX Relabel maps
𝑉 ω 𝑂 : Int | 𝑖 : Bool | 𝑗 : Real Scalar literal
𝑘 ω T (Literal) Tensor expression

| V (Variable)
| const(𝑉, 𝑄)
| iota(𝑄, 𝑑)
| expand(𝑘, 𝑄)
| binary(⇔, 𝑘𝑃 , 𝑘𝑍 )
| pad(𝑘, 𝑉, 𝑄𝑃 , 𝑄𝑁, 𝑄𝑅 )
| slice(𝑘, 𝑔𝑎 , 𝑔𝑏 , 𝑔𝑄 )
| dy-slice(𝑘, 𝑔 , 𝑄)
| dyup-slice(𝑘, 𝑘𝑐, 𝑔 )
| reduce(⇔, 𝑘,𝑓 )
| relabel(𝑘,𝑕)
| concat(𝑘𝑃 , 𝑘𝑁, 𝑑)

𝑙 ⇓ list[Int] → Bool Predicate function
𝑎 ω fold(𝑙,𝑁+) Precondition
𝑕𝑚𝑛𝑘 ω 𝑘𝑃𝑁𝑎 ↑𝑌↓ 𝑘𝑍𝑁𝑎 Rewrite rule

Fig. 6. Core rewrite rule representation with selected operators.

Following named-tensors in Py-
Torch [13] and named-axes
in JAX [4], we give explicit
names to the axes of a tensor
and call them named-axes. We
can treat the named-axes of
a tensor as an unordered set
for layout-insensitive operators
and express tensor shapes as
mappings from names to sizes.
For example, we may give the
names 𝑜 and 𝑉 to the horizontal
and vertical axes respectively
of a 2↗3 tensor 𝑅 and the shape
of this tensor would be themap-
ping {𝑜 ⇑→ 3, 𝑉 ⇑→ 2}. Such
a tensor can be accessed with
an access map, which is a map-
ping from named-axes to in-
dices. We then have 𝑅 [{𝑜 ⇑→
1, 𝑉 ⇑→ 1}] = 𝑝 , given the
domain of the access map is
exactly the set of the named-
axes, there’s no out-of-bounds
access, and 𝑝 is the value at
that access.
An operator that works on

multiple tensors will need to
match them by the named-axes, as shown in the following examples.

• binary(+, 𝑅1, 𝑅2), where 𝑅1, 𝑅2 have the shapes {𝑐1 ⇑→ 2,𝑐2 ⇑→ 3} and {𝑐1 ⇑→ 2,𝑐2 ⇑→ 3}, respec-
tively. The two shapes match as they have the same set of named-axes and the corresponding
named-axes have the same sizes.

• dot(𝑅1, 𝑅2, {𝑐2,𝑐3}, {𝑐4}), where the shapes of 𝑅1 and 𝑅2 are {𝑐1 ⇑→ 2,𝑐2 ⇑→ 3,𝑐3 ⇑→ 4,𝑐4 ⇑→ 5}
and {𝑐5 ⇑→ 6,𝑐2 ⇑→ 3,𝑐3 ⇑→ 4,𝑐4 ⇑→ 5}, respectively. For the dot operator, we need to match
the contraction and batch axes, in this case {𝑐2,𝑐3} and {𝑐4}, respectively. The resulting
tensor has the shape {𝑐1 ⇑→ 2,𝑐4 ⇑→ 5,𝑐5 ⇑→ 6}.

Note that sometimes, we need to rename the axes to avoid name clashes. For example, with the
dot operator, if the two tensors share some spatial named-axes (neither contraction nor batch axes),
we need to rename them before applying the operator to make sure that the named-axes in the
resulting tensor are unique.
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4.2 Aggregated Axes
As we’ve shown in the dot example in §4.1, we have matched some set of axes between the two
tensors. This partitions the named-axes in a tensor into sets of axes that have the same “role” in
the expression. For example, 𝑐2 and 𝑐3 have the same roles as contraction axes. Based on this
observation, we introduce aggregated-axes, which is a set of named-axes.
We can partition the set of named-axes of a tensor into disjoint aggregated-axes and write

expressions directly using uninterpreted aggregated-axes. The aggregated-axes can be instantiated
to some concrete set of named-axes, and the number of instantiated named-axes is called the rank
of an aggregated-axis. This allows us to write expressions with an arbitrary number of named-axes
in a uniform and simple way.

For example, in the expression dot(𝑅1, 𝑅2, {𝑑2, 𝑑3}, {𝑑4}), if we assume that the set of named-axes
in 𝑅1 and 𝑅2 are 𝑑1 ↖ 𝑑2 ↖ 𝑑3 ↖ 𝑑4 and 𝑑5 ↖ 𝑑2 ↖ 𝑑3 ↖ 𝑑4, respectively, then the resulting tensor has
{𝑑1, 𝑑4, 𝑑5} as the set of aggregated-axes. It’s easy to see that we can get back the dot example shown
in §4.1 by instantiating all aggregated-axes to singleton sets. This instantiation is not arbitrary, and
we elaborate on how to specify the constraints on the instantiations with rank classes in §6.

We can then lift the tensor semantics to aggregated semantics: shapes or indices can be expressed
with, or instantiated from aggregated-axes. Instead of being a mapping from named-axes to integers,
we now need a nested mapping that maps aggregated-axes to another map from names in the
aggregated-axes to integers. As a convention, we will refer to the inner mappings as a map and the
outer mapping as an aggregated-map. For example, the following is valid aggregated-map:

{{𝑂1, 𝑂2} ⇑→ {𝑂1 ⇑→ 2, 𝑂2 ⇑→ 3}, {𝑂3} ⇑→ {𝑂3 ⇑→ 4}}
De!nition 1. An aggregated-map 𝑞 is valid if it is a nested mapping from aggregated-axes to
maps from named-axes to integers such that:

• ↙𝑑1, 𝑑2 ⇓ dom(𝑞), 𝑑1 ε 𝑑2 → 𝑑1 ∝ 𝑑2 = ⊋, and
• ↙𝑑 ⇓ dom(𝑞), dom(𝑞 [𝑑]) = 𝑑 .

Note that 𝑞 [𝑑] represents the value mapped to 𝑑 in 𝑞 . Shape and indices are aliases for
aggregated-maps in speci"c contexts and they have their additional validity conditions, depending
on the context. Here, we give the validity conditions for tensor shapes and access indices:

De!nition 2. A valid tensor shape 𝑄 is a valid aggregated-map, such that ↙𝑑 ⇓ dom(𝑄),↙𝑐 ⇓
𝑑, 𝑄 [𝑑] [𝑐] ′ 0. The shape of a tensor 𝑅 is denoted as Shape(𝑅).
De!nition 3. A valid access 𝑊 (used for accessing tensors) with respect to a valid tensor shape 𝑄 ,
is a valid aggregated-map such that

• dom(𝑊) = dom(𝑄), and
• ↙𝑑 ⇓ dom(𝑊),↙𝑐 ⇓ 𝑑, 0 ∞ 𝑊[𝑑] [𝑐] < 𝑄 [𝑑] [𝑐].

The set of all valid accesses given a tensor shape 𝑄 , is denoted by Access(𝑄). A tensor 𝑅 is then
viewed as a mapping from the set Access(Shape(𝑅)) to elements, and the element at the access 𝑊 is
denoted as 𝑅 [𝑊]. The set of all aggregated-axes of a tensor 𝑅 is denoted as Axes(𝑅).

Operator attributes are also expressed using aggregated-maps, with each operator having its own
validity conditions. For example, the pseudo operator pad-low, which only does low-padding, can
pad a tensorwith 𝑛1, followed by 𝑛2, for the axes in𝑑1 using the expression: pad-low(pad-low(𝑅, {𝑑1 ⇑→
𝑛1}), {𝑑1 ⇑→ 𝑛2}). The validity condition for pad-low allows padding with negative shapes but disal-
lows creating a tensor with a negative shape (more details in §5). Assuming 𝑅 has the shape 𝑟0 in the
aggregated-axis 𝑑1, the resulting shape in the pad-low expression will be 𝑟0 + 𝑛1 + 𝑛2. Note that we
are doing an element-wise combination of maps, where the maps must have the same named-axes
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and the resulting map contains the sum of the corresponding axis sizes. Element-wise combination
(fmap) is the only allowed operation on the maps to combine them, as we de"ne aggregated-axes
as set of named axes that have the same “role” in the expression. Note that we may also combine a
map with scalars by lifting the scalar to a constant map.

4.3 Rewrite Rule
Similar to many other tensor graph rewrite systems, T!"#$%R&’()models rewrite rules as rewriting
an LHS expression to anRHS expression, subject to certain preconditions. See the following example:

pad-low(pad-low(𝑅, 0, {𝑑1 ⇑→ 𝑛1}), 0, {𝑑1 ⇑→ 𝑛2}) ↑𝑃1′0 ≃ 𝑃2′0 pad-low(𝑅, 0, {𝑑1 ⇑→ 𝑛1 + 𝑛2})

In this rule, we aggregated all the named-axes in the tensor 𝑅 into the aggregated-axis 𝑑1. 𝑛1 and 𝑛2
are two maps from named-axes in 𝑑1 to padding sizes. In the RHS, the two maps are combined in
an element-wise way. Similarly, our preconditions are predicates lifted to operate on the maps in
an element-wise way. The condition 𝑛1 ′ 0 here means that the padding sizes in 𝑛1 must be greater
than or equal to 0 for all named-axes.

5 Denotational Semantics
We give the denotational semantics of the XLA-HLO operators in Fig. 7. We will use denotational
semantics notations for deriving a bound on the ranks, but note that since our semantics map from
our language to computable tensor objects, we can easily derive a big-step operational semantics
and perform symbolic evaluation. Due to space limitations, we will only show the semantics of
some selected operators. More operators are available in Appendix A. They are usually simple or
can be expressed using existing operators or the techniques introduced here.
The domain of our denotational semantics are tensors, which map accesses to elements. The

elements can be boolean, integers, or real numbers. There is also a special type of element called a
Reduction Element, denoted as Red⇔

𝑑0,𝑑1, · · · 𝑒 ({dom(𝑔0) ⇑→ 𝑔0, dom(𝑔1) ⇑→ 𝑔1, · · · }). Here, ⇔ is a binary
operator and 𝑔0, 𝑔1, · · · are called reduction indices. We may sometimes omit the indices and write
Red⇔

𝑒 𝑒 (𝑓 ), where 𝑓 = {dom(𝑔0), dom(𝑔1), · · · } is the set of aggregated-axes being reduced.
The introduction of a reduction element is based on pragmatic reasons. As the sizes of reduced

axes are unbounded, we cannot expand the reduction to sum all the values being reduced. Thus, we
leave the sum uninterpreted and provide special treatment for such elements during veri"cation.

Fig. 7 shows the denotational semantics of some selected operators. We overload some functions
for convenience: Shape(𝑘) means Shape(∈𝑘∋), Access(𝑘) means Access(Shape(𝑘)), and Axes(𝑘)
means Axes(∈𝑘∋). We also introduce some helper functions on valid aggregated-maps. Given a
comparison operator △ and a binary operator ⇔, we lift them to aggregated-maps as

𝑞1 △ 𝑞2 =
∧

𝑓 ⇓dom(𝑔1)

∧
𝑕⇓𝑓

𝑞1 [𝑑] [𝑐] △ 𝑞2 [𝑑] [𝑐]

𝑞1 ⇔ 𝑞2 = {𝑑 ⇑→ {𝑐 ⇑→ 𝑞1 [𝑑] [𝑐] ⇔ 𝑞2 [𝑑] [𝑐] | 𝑐 ⇓ 𝑞1 [𝑑]} | 𝑑 ⇓ dom(𝑞1)}

All these binary operations implicitly introduce the assumption that the two aggregated-maps
are valid and the domain of the two aggregated-maps are the same. We will omit these from our
rules. Sometimes, we may overload the notations to operate with constants. This is treated as
operating with a nested map where the inner map are constant maps.
In our rules, we introduce bindings with let 𝑀𝑐𝑁𝑘 = · · · notation. Some rules like I$)0 and

C$"10) require that an aggregated-axis is singleton. In these rules, we use the syntax let {𝑐} = 𝑑 to
say that 𝑑 is singleton and bind the singleton element in 𝑑 to 𝑐. We use the notation 𝑄 |𝑖 to denote
the mapping restriction of 𝑄 to 𝑠 , where 𝑄 is any map and 𝑠 is a subset of keys from 𝑄 .
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∈const(𝑗,𝑆)∋ = {𝑘 ⇑→ 𝑗 | 𝑘 ⇓ Access(𝑆) }
C$"#)

let {𝑕} = 𝑓 𝑓 ⇓ dom(𝑆)
∈iota(𝑆,𝑓)∋ = {𝑘 ⇑→ 𝑘 [𝑓 ] [𝑕] | 𝑘 ⇓ Access(𝑆) }

I$)0

dom(𝑆) ∝ Axes(𝑏) = ⊋
∈expand(𝑏,𝑆)∋ = {𝑘 ⇑→ ∈𝑏∋ [𝑘 |Axes(𝑁 ) ] | 𝑘 ⇓ Access(Shape(𝑏) ↖ 𝑆) }

E3.0",

Shape(𝑏) = Shape(𝑏↘)
∈binary(⇔, 𝑏, 𝑏↘)∋ = {𝑘 ⇑→ ∈𝑏∋ [𝑘] ⇔ ∈𝑏↘∋ [𝑘] | 𝑘 ⇓ Access(𝑏) }

B&"O.

let 𝑆 = Shape(𝑏) let 𝑆↘ = 𝑆 + 𝑆𝑂 ′ 0 let 𝑇𝑂𝑀-𝑄𝑕𝑈 = 𝑙𝑘.𝑘 ′ 𝑆𝑂

∈pad-low(𝑏, 𝑗,𝑆𝑂 )∋ = {𝑘 ⇑→ if 𝑇𝑂𝑀 -𝑄𝑕𝑈 (𝑘) then ∈𝑏∋ [𝑘 ↔ 𝑆𝑂 ] else 𝑗 | 𝑘 ⇓ Access(𝑆↘) }
P0,L$4

0 ∞ 𝑑𝑃 ∞ 𝑑𝑁 ∞ Shape(𝑏) 𝑑𝑀 > 0
⨌

slice(𝑏, 𝑑𝑃 , 𝑑𝑁 , 𝑑𝑀 )
⨌

= {𝑘 ⇑→ ∈𝑏∋ [𝑑𝑃 +𝑘 ↗ 𝑑𝑀 ] | 𝑘 ⇓ Access(
⌈
𝑄𝑁↔𝑄𝑃
𝑄𝑀

⌉
) }

S+&1!

𝑑 + 𝑆 ∞ Shape(𝑏) 𝑆 > 0 𝑑 ′ 0
dy-slice(𝑏, 𝑑 ,𝑆) = {𝑘 ⇑→ ∈𝑏∋ [𝑘 + 𝑑 ] | 𝑘 ⇓ Access(𝑆) }

D2S+&1!

let 𝑆𝑅 = Shape(𝑏𝑅 ) 𝑑 + 𝑆𝑅 ∞ Shape(𝑏) 𝑆𝑅 > 0 𝑑 ′ 0
let 𝑕𝑚𝑚 = 𝑙𝑘.if 𝑘 ′ 𝑑 ≃𝑘 < 𝑑 + 𝑆𝑅 then ∈𝑏𝑅∋ [𝑘 ↔ 𝑑 ] else ∈𝑏∋ [𝑘]

dyup-slice(𝑏, 𝑏𝑅 , 𝑑 ) = {𝑘 ⇑→ 𝑕𝑚𝑚 (𝑘) | 𝑘 ⇓ Access(𝑏) }
D2U.,0)!S+&1!

let 𝑆 = Shape(𝑏) let {𝑓0 · · ·𝑓𝑆 } = 𝑒 ▽ Axes(𝑏)
let 𝑕𝑚𝑚 = 𝑙𝑘.Red⇔𝑄0,··· ,𝑄𝑆 ∈𝑏∋ [ {𝑓0 ⇑→ 𝑑0, · · · ,𝑓𝑆 ⇑→ 𝑑𝑆 } ↖𝑘]

∈reduce(⇔, 𝑏,𝑒 )∋ = {𝑘 ⇑→ 𝑕𝑚𝑚 (𝑘) | 𝑘 ⇓ Access(𝑆 \ 𝑆 |𝑇 ) }
R!,/1!

↙𝑓1,𝑓2 ⇓ dom(𝑛),𝑓1 ε 𝑓2 → 𝑛 [𝑓1 ] ε 𝑛 [𝑓2 ] dom(𝑛) = Axes(𝑏)
∈relabel(𝑏,𝑛)∋ = {𝑘 ⇑→ ∈𝑏∋ [𝑘 ̸ 𝑛 ] | 𝑘 ⇓ Access(𝑆 ̸ 𝑛↔1) }

R!+05!+

let {𝑕} = 𝑓 𝑓 ⇓ Axes(𝑏) 𝑓 ⇓ Axes(𝑏↘) let 𝑆 = Shape(𝑏) let 𝑆↘ = Shape(𝑏↘)
↙𝑓↘ ⇓ Axes(𝑏),𝑓↘ ε 𝑓 → 𝑆 [𝑓↘] = 𝑆↘ [𝑓↘]

let 𝑆↘↘ = {𝑓↘ ⇑→ if 𝑓↘ = 𝑓 then 𝑆↘ [𝑓 ] else {𝑕↘ ⇑→ 0 | 𝑕↘ ⇓ 𝑓↘ } | 𝑓↘ ⇓ Axes(𝑏) }
let 𝑕𝑚𝑚 = 𝑙𝑘.if 𝑘 ′ 𝑆↘↘ then ∈𝑏↘∋ [𝑘 ↔ 𝑆↘↘] else ∈𝑏∋ [𝑘]
concat(𝑏, 𝑏↘,𝑓) = {𝑘 ⇑→ 𝑕𝑚𝑚 (𝑘) | 𝑘 ⇓ Access(𝑆 + 𝑆↘↘) }

C$"10)

Fig. 7. Denotational Semantics of some core operators.

Tensor operators. Next, we explain the semantics of some select operators:

• C$"#): The const operator outputs a tensor with the desired shape 𝑄 , with all accesses being
mapped to the same constant element 𝑉 .

• I$)0: The iota operator projects the access-index for a speci"c singleton aggregated-axis 𝑑 .
The resulting tensor holds values starting at 0, incrementing by 1 along that axis.

• E3.0",: The expand operator introduces new aggregated-axes to a tensor by duplicating
the data in the tensor. It takes a shape containing the sizes of the new axes and the resulting
tensor is accessed as if we are accessing the input tensor after removing these new axes from
the access. The set of new axes must be disjoint from the original set of axes.
Fig. 8a demonstrates the expand operator with an example. The input tensor contains two
aggregated-axes 𝑑𝑁 and 𝑑𝑜 , each instantiated with 1 named-axes. We refer to the correspond-
ing named-axes by 𝑜 and 𝑝 , respectively. The input shape is {{𝑜} ⇑→ {𝑜 ⇑→ 5}, {𝑝} ⇑→
{𝑝 ⇑→ 5}}. We expand it by adding a new aggregated-axis 𝑑𝑈 , containing 1 named-axis
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𝑡 . The resulting tensor duplicates data across this new named-axis and has a shape of
{{𝑜} ⇑→ {𝑜 ⇑→ 5}, {𝑝} ⇑→ {𝑝 ⇑→ 5}, {𝑡} ⇑→ {𝑡 ⇑→ 3}}.

• B&"O.: The binary operator performs an element-wise operation on two identically-shaped
tensors.

• P0,L$4: We present a restricted version of the pad operator, pad-low, which pads only on
the low-ends of each axis. The semantics test whether the access is in the padded region. If
so, return the padded value, or access the original tensor, o#set by the padding shape.
Fig. 8b demonstrates the pad-low operator with an example. The input tensor contains two
aggregated-axes 𝑑𝑁 and 𝑑𝑜 , each instantiated with 1 named-axes. We refer to the correspond-
ing named-axes by 𝑜 and𝑝 , respectively. The input shape is {{𝑜} ⇑→ {𝑜 ⇑→ 4}, {𝑝} ⇑→ {𝑝 ⇑→
4}}. We perform zero-padding on 𝑜 and 𝑝 with padding attributes of 2 and 1 respectively.
The zero-padding values are all present at the lower-ends of the axes. The resulting tensor a
shape of {{𝑜} ⇑→ {𝑜 ⇑→ 6}, {𝑝} ⇑→ {𝑝 ⇑→ 5}}.

• S+&1!: The slice operator extracts a sub-tensor, which has the same named-axes as the input
tensor and contains the values inside a bounding box within the input. The indices for the
bounding box are given by the starting indices 𝑔𝑎 , limit indices 𝑔𝑏 (exclusive), and the positive
strides 𝑔𝑄 . The slice picks every 𝑔𝑄 [𝑑] [𝑐] element along each named-axis 𝑐 ⇓ 𝑑 ⇓ dom(𝑔𝑄 ).

• D2S+&1!: The dy-slice operator extracts a sub-tensor from the input tensor. The indices for
the bounding box are given by the starting indices 𝑔 and size of the bounding box 𝑄 . The sizes
must be positive and should not cause out-of-bounds accesses. Note that this is di#erent from
the XLA semantics, where our starting indices are not represented as a tensor, but as a map.
We are then only able to express rewriting rules where the indices are used in an opaque
way, or as a constant, or computed with element-wise operations, e.g., binary. We found that
this change does not a#ect the e#ectiveness of T!"#$%R&’() for veri"cation purposes, and
our approximation is able to express all rewrite rules involving dy-slice.

• D2U.,0)!S+&1!: The dyup-slice operator generates a result with a slice overwritten by 𝑘𝑐 ,
starting at indices 𝑔 . Our dyup-slice operator follows the same approximation as dy-slice.

• R!,/1!: The reduce operator takes a tensor and a set of aggregated-axes 𝑓 as inputs, then
returns a tensor mapping to uninterpreted reduction elements as the result. The resulting
tensor has the shape 𝑄 \ 𝑄 |𝑒 , essentially removing all the aggregated-axes in 𝑓 . We extend
the semantics of reduce to make veri"cation easier in Appendix A.

• R!+05!+: In T!"#$%R&’(), as we take an unordered view of the axes, we no longer need
transpose. However, we still need to re-match the axes, for example, when we want to
describe some expressions such as 𝑅 + transpose(𝑅). The relabel operator is introduced for this
axes-matching operation. It renames aggregated-axes and does not change tensor contents.

• C$"10): The concat operator is another example where we introduce the singleton constraint
on an aggregated-axis. The two tensors should have the same shape on other axes. For the
concatenating axis, the resulting size will be the sum of the operand sizes. The resulting
tensor will then compute which operand tensor the access belongs to and perform the access.

Handling reduction elements. In real-world XLA rewrite rules, the reduction might not always
be the top-level operation and a reduction of a tensor may be performed in several steps. For
instance, in the rewrite rule reduce(concat(reduce(A), reduce(B))) = reduce(concat(A,B)), the
reduction in LHS is done in two steps. To handle rules like this, we provide a limited set of arithmetic
rules for reduction elements in Fig. 9. If no known rule applies, T!"#$%R&’() will report an error,
indicating that the rule isn’t supported. The equivalence of two reduction elements is currently
veri"ed by a stronger condition, where we view them as sets and verify that there is a one-one
mapping between them. Note that not all correct rules meet the strengthened condition, but we
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(a) expand: {𝑡 → 3} denotes the expansion shape

0

0

0

0

0 0 0 0 0

0 0 0 0 0w

h pad-low

0, {h → 2, w → 1}

(b) pad-low: {𝑜 ⇑→ 2,𝑝 ⇑→ 1} denotes the padding
a#ributes and 0 denotes the padding value

Fig. 8. Illustration of (a) expand and (b) pad-low operators. 𝑜,𝑝 , and 𝑡 denote named-axes.

"nd that it covers most rewrite rules with reductions. Additionally, user-provided hints are needed
for verifying the set equivalence, as discussed in §6.5. This is the only manual hint from the user
during our veri"cation. Providing better mechanisms for handling reductions is a future work.

𝑉 ↓ Red+𝑒 𝑒 (𝑓 ) → Red+𝑒 𝑉 ↓ 𝑒 (𝑓 ) Red+𝑒 𝑒 (𝑓 ) ↓ Red+𝑝𝑙(𝑢 ) → Red+𝑒 ,𝑝 𝑒 (𝑓 ) ↓ 𝑙(𝑢 )
Red⇔

𝑒 (Red⇔
𝑝 𝑒 (𝑓 ,𝑢 )) → Red⇔

𝑒 ,𝑝 𝑒 (𝑓 ,𝑢 )

Fig. 9. Rules on reduction elements.

6 Verification of Rewrite Rules
After de"ning the representation of rewrite rules in §4 and its denotational semantics in §5, this
section describes how T!"#$%R&’() veri"es the rewrite rules given the semantics. We will "rst
overview our veri"cation approach, which is based on 𝑋-induction [36], then provide proof sketches
for our induction steps.

6.1 Overview of the Verification
To prove that a rewrite rule is correct, intuitively, we need to verify that the two expressions have
the same denotation, possibly under some assumptions. Given a rule LHS ↑𝐿 RHS, we prove that

↙𝑉 ⇓ 𝑉𝑐𝑗𝑟,𝐿 ≃ valid-expr(LHS) → ∈LHS∋ = ∈RHS∋ (3)

Here, 𝑉𝑐𝑗𝑟 is the set of all variables appearing in the rule. It contains all possible tensor variables
and operator attributes, such as slice attributes and expand shapes. Note that we only consider the
case where the term prior to rewriting is valid, i.e., when LHS is valid.

The challenge here is that a rewrite rule can usually be applied to tensors with arbitrary number
of axes and arbitrary sizes in each axis. To handle arbitrary number of axes, as discussed in §4, we
express rewrite rules with a "nite number of aggregated-axes and each of them may be instantiated
to arbitrary ranks. The equivalence of the two expressions then boils down to verifying that they
are equivalent under all valid instantiations 𝑔 , where the LHS is valid:∧
𝑑

valid(𝑔 ) where valid(𝑔 ) = ↙𝑉 ⇓ 𝑉𝑐𝑗𝑟 (𝑔 ),𝐿 ≃ valid-expr(LHS(𝑔 )) → ∈LHS(𝑔 )∋ = ∈RHS(𝑔 )∋

For a given instantiation, we now have concrete ranks but unbounded sizes. To handle arbitrary
sizes, we model each tensor as an uninterpreted function and use unbounded integers to model
the indices and sizes in each named-axis. This is supported natively by SMT solvers with good
performance. We then leverage a symbolic execution approach to convert the rewrite rule into a
set of constraints. We call this a bounded-veri!cation proof obligation, which is used to verify a
given instantiation of our rewrite rule. This is described in detail in §6.4.
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We still need to answer two questions: (1) what does it mean for an instantiation to be valid
and (2) how to verify the rule for a possibly in"nite number of instantiations? Our approach
to these questions is to introduce a new concept called rank class (RClass). A rank class is a
(required) property of an aggregated-axis, such that all the aggregated-axes with the same RClass
are always instantiated to the same rank. An instantiation of a rewrite rule can then be expressed
as instantiating these RClasses to some rank. We then derive a su"cient rank for each RClass, such
that any instantiation with higher ranks could be proven inductively, given that we have veri"ed
all instances within the rank. This approach follows the 𝑋-induction technique [36].

To show the intuition for an RClass, consider the rewrite rule (𝑊 +𝑊↦)↦ = 𝑊 +𝑊↦, where 𝑅 has
the shape {𝑑1 ⇑→ 𝑁1, 𝑑2 ⇑→ 𝑁2}. Note that transpose is a no-op with unordered axes semantics,
and relabel is provided for renaming and matching axes.

relabel(binary(+, 𝑅, relabel(𝑅, {𝑑1 ⇑→ 𝑑2, 𝑑2 ⇑→ 𝑑1})), {𝑑1 ⇑→ 𝑑2, 𝑑2 ⇑→ 𝑑1}) ↑
binary(+, 𝑅, relabel(𝑅, {𝑑1 ⇑→ 𝑑2, 𝑑2 ⇑→ 𝑑1}))

It is easy to see that we must instantiate 𝑑1, 𝑑2 with the same number of axes to make sure that
both LHS and RHS are valid. In other words, 𝑑1 and 𝑑2 must have the same rank, in which case we
say that these two aggregated axes are in the same rank class (RClass) and the RClass constraints
the possible instantiations. When we instantiate a rule with relabeling, we also need to be able to
establish a consistent mapping between the named-axes of 𝑑1 and 𝑑2. These facts are expressed in
the following two de"nitions.

De!nition 4. A rank class (RClass) 𝑣 is a property of a family of aggregated-axes, such that
• Each aggregated-axis 𝑑 is in exactly one RClass 𝑣 , written as 𝑑 : 𝑣 .
• For all 𝑑0 : 𝑣 , 𝑑1 : 𝑣 , 𝑑0 and 𝑑1 are instantiated to the same rank 𝑗 in a valid instantiation. In
such an instantiation, the rank of the RClass 𝑣 is de"ned to be 𝑗 .

De!nition 5. An RClass 𝑣 provides a canonical bijection mapping between each pair of the
aggregated axes associated with it. We denote such a mapping that maps from the named axes in
𝑑0 : 𝑣 to 𝑑1 : 𝑣 , asMapAxes(𝑣, 𝑑0, 𝑑1). The canonical mapping must satisfy:

• MapAxes(𝑣, 𝑑0, 𝑑1) ̸MapAxes(𝑣, 𝑑1, 𝑑0) = id, and
• MapAxes(𝑣, 𝑑1, 𝑑2) ̸MapAxes(𝑣, 𝑑0, 𝑑1) = MapAxes(𝑡, 𝑑0, 𝑑2).

where ̸ refers to function composition. Such a mapping can be trivially constructed during
the instantiation as the aggregated axes of the same rank class are instantiated to the same rank.
In practice, without loss of generality, to instantiate an aggregated axis 𝑑𝑅 : 𝑣 to rank 𝑗 , we can
instantiate it to the set of axes 𝑐𝑅,0, · · · ,𝑐𝑅,𝑍↔1. The canonical mapping between two aggregated axes
𝑑𝑅 : 𝑣 and 𝑑 𝑞 : 𝑣 can then be established as {𝑐𝑅,𝑟 ⇑→ 𝑐 𝑞,𝑟 | 𝑋 ⇓ {0 · · · 𝑗 ↔ 1}}, and the semantics of
relabel follows this mapping to relabel the instantiated axes.

We can then reduce our problem to verifying the rule for all possible RClass instantiations:∧
𝑍1,𝑍2, · · ·

valid({𝑣𝑅 ⇑→ 𝑗𝑅 }) (4)

where {𝑣𝑅 ⇑→ 𝑗𝑅 } is a map containing the ranks for all RClasses 𝑣1, 𝑣2, · · · in the rule. valid({𝑣𝑅 ⇑→ 𝑗𝑅 })
denotes the proof obligation for a concrete-ranked instance, where the RClass 𝑣𝑅 is instantiated to
rank 𝑗𝑅 , for all 𝑂 ⇓ {1 · · · 𝑤}. We still need to verify the rule for all possible ranks of all RClasses.

Our Approach: To simplify the discussion, let’s assume that the rule only has one aggregated-axis
𝑑 , with RClass 𝑣 (i.e., 𝑑 : 𝑣). We can then rewrite Equation 4 as∧

𝑅

valid(𝑂) (5)

Proc. ACM Program. Lang., Vol. 9, No. POPL, Article 29. Publication date: January 2025.



29:18 Arora et al.

where valid(𝑂) (short for valid({𝑣 ⇑→ 𝑂})) is true if and only if the rule is valid when rank of 𝑣 (and
𝑑 ) is 𝑂 . We observe that for every RClass in a rule, there exists a bound corresponding to a su!cient
rank required for unbounded veri"cation, i.e., there exists a rank 𝑋 , such that,

↙𝑂 ′ 𝑋, valid(𝑂) → valid(𝑂 + 1) (6)

This means that for all 𝑂 ′ 𝑋 , if the rule is valid when 𝑣 has rank 𝑂 , then the rule is valid when 𝑣 has
rank 𝑂 + 1. Given such a 𝑋 , we can do unbounded veri"cation for the rule using 𝑋-induction:

• Basis: Use bounded veri"cation to prove that the rule is valid for all ranks until 𝑋 :∧
𝑅=1· · ·𝑟

valid(𝑂)

• Induction case: Use induction on the rank of 𝑣 , with Equation 6 as induction hypothesis:

valid(𝑋) ≃ [↙𝑂 ′ 𝑋, valid(𝑂) → valid(𝑂 + 1)] ↑
∧
𝑅′𝑟

valid(𝑂)

This would imply that the rule is correct for an arbitrary number of named-axes in 𝑣 . Now what
remains is "nding a su!cient rank 𝑋 for any RClass in a rule. We show how to derive such a bound
with the help of an example rewrite rule.

6.2 Bound Computation Example
Consider an input tensor Y which has one aggregated-axis, say 𝑑 , having the RClass 𝑣 (i.e. 𝑑 : 𝑣).
The rewrite rule P0,L$4C$65&"! is shown below:

pad-low(pad-low(Y, 0, 𝑌1), 0, 𝑌2) ↑𝑋1′0 ≃ 𝑋2′0 pad-low(Y, 0, 𝑌1 + 𝑌2) (7)

where 𝑌1 = {𝑑 ⇑→ 𝑛1} and 𝑌2 = {𝑑 ⇑→ 𝑛2}, for some maps 𝑛1 and 𝑛2.
The P0,L$4C$65&"! rule merges two pad-low operators into a single pad-low operator. The

precondition requires that both padding attributes should be non-negative. For this rule, the
precondition also implies that the LHS expression is valid. The variables appearing in this rule are
the padding attributes 𝑌1, 𝑌2 and the input tensor Y. Using Equation 3, we can express the validity
condition for this rewrite rule as

↙ Y, 𝑌1, 𝑌2, 𝑌1 ′ 0 ≃ 𝑌2 ′ 0 → ∈LHS∋ = ∈RHS∋ (8)

It is easy to see that both LHS and RHS have the same shape, i.e., they have the same domain of
accesses. Thus, we can rewrite ∈LHS∋ = ∈RHS∋ by interpreting the tensors under a general, valid
access to these tensors. Let 𝑊 ⇓ Access(LHS) be an arbitrary access from the domain of the output
tensors. It has the form 𝑊 = {𝑑 ⇑→ 𝑐}, where 𝑐 maps named-axes in 𝑑 to (symbolic) indices. We use
the denotational semantics of pad-low described in §5, to symbolically execute these expressions.

∈LHS∋ = ∈RHS∋
∀ ↙𝑊, ∈LHS∋ [𝑊] = ∈RHS∋ [𝑊]
∀↙𝑊, ∈pad-low(pad-low(Y, 0, 𝑌1), 0, 𝑌2)∋ [𝑊] = ∈pad-low(Y, 0, 𝑌1 + 𝑌2)∋ [𝑊]
∀↙𝑊, if 𝑊 ′ 𝑌2 then (if 𝑊 ↔ 𝑌2 ′ 𝑌1 then Y[𝑊 ↔ 𝑌1 ↔ 𝑌2] else 0) else 0 =

if 𝑊 ′ 𝑌1 + 𝑌2 then Y[𝑊 ↔ 𝑌1 ↔ 𝑌2] else 0
∀↙𝑐, if 𝑐 ′ 𝑛2 then (if 𝑐 ↔ 𝑛2 ′ 𝑛1 then Y[𝑑 ⇑→ 𝑐 ↔ 𝑛1 ↔ 𝑛2] else 0) else 0 =

if 𝑐 ′ 𝑛1 + 𝑛2 then Y[𝑑 ⇑→ 𝑐 ↔ 𝑛1 ↔ 𝑛2] else 0 (9)

In the last step, we made use of the fact that the aggregated maps like 𝑊, 𝑌1, 𝑌2 contain only one
aggregated-axis 𝑑 . Equation 9 holds for any number of named-axes in 𝑑 .
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Observation. We can syntactically partition the above equation as follows:

↙𝑐, if 𝑐 ′ 𝑛2 then (if 𝑐 ↔ 𝑛2 ′ 𝑛1 then Y[𝑑 ⇑→ 𝑐 ↔ 𝑛1 ↔ 𝑛2] else 0) else 0 =
if 𝑐 ′ 𝑛1 + 𝑛2 then Y[𝑑 ⇑→ 𝑐 ↔ 𝑛1 ↔ 𝑛2] else 0

We explain each part below:
Y[_]: represents accesses to the tensor Y.
𝑑 ⇑→ 𝑐 ↔ 𝑛1 ↔ 𝑛2: represents an access expression for a tensor access. In this case, 𝑐 ↔ 𝑛1 ↔ 𝑛2 is the

access map for the aggregated-axis 𝑑 . The rank of this access map depends on the number of
named-axes in 𝑑 . We observe that we can rewrite this expression as follows:

𝑐 ↔ 𝑛1 ↔ 𝑛2 = fmap(𝑘,𝑐, 𝑛1, 𝑛2) where 𝑘
df= 𝑥𝑉, 𝑤, 𝑤 ↘.(𝑉 ↔ 𝑤 ↔ 𝑤 ↘)

where fmap takes a function and applies it to a list of maps. For instance, if𝑁 = {𝑂 ⇑→ 𝑉𝑅 , 𝑃 ⇑→ 𝑉 𝑞 }
and 𝑒 = 𝑥𝑉 .(𝑉 + 1), then fmap(𝑒 ,𝑁) = {𝑂 ⇑→ 𝑉𝑅 + 1, 𝑃 ⇑→ 𝑉 𝑞 + 1}. Here, 𝑘 is independent of the
rank of 𝑑 and only 𝑐, 𝑛1, 𝑛2 change as the rank of 𝑑 changes. Thus, we are able to capture all the
rank-independent information in the function 𝑘 . We call such a function an index transformer
because it transforms output index-values to input index-values.
𝑐 ′ 𝑛1 + 𝑛2: these are boolean values, referred to as conditions, occurring inside if-then-else blocks.

They capture the dependency of the output tensor value on the input tensor values, based on
the value of the access. They originate from the operator semantics. For instance, 𝑀𝑦𝑅-𝑤𝑐𝑡 in the
pad-low semantics takes an access 𝑊 and tells if it lies in the padded area or not. We observe that
we can rewrite this condition as follows:

𝑐 ′ 𝑛1 + 𝑛2 = fold(𝑙1,𝑐, 𝑛1, 𝑛2) where 𝑙1
df= 𝑥𝑉, 𝑤, 𝑤 ↘.(𝑉 ′ 𝑤 + 𝑤 ↘)

where fold takes a boolean valued function, applies it to a list of maps, and returns true if all values
are true, false otherwise. fold can be de"ned as:

fold(𝑙,𝑁1,𝑁2, · · · ) =
∧

𝑅⇓dom(𝑠1)
𝑙(𝑁1 (𝑂),𝑁2 (𝑂), · · · )

Similarly, we can write 𝑐 ′ 𝑛2 as fold(𝑙2,𝑐, 𝑛2), where 𝑙2
df= 𝑥𝑉, 𝑤 .(𝑉 ′ 𝑤). Here, 𝑙1 and 𝑙2 are

independent of the rank of 𝑑 and only 𝑐, 𝑛1, 𝑛2 change as the rank of 𝑑 changes. We capture all the
rank-independent information in the functions 𝑙1 and 𝑙2.

if _ then (if _ then _ else 0) else 0 = if _ then _ else 0: this is a function which returns a boolean,
denoting if the values of LHS and RHS at the access 𝑊 are equal or not. We call this scalarf since
it contains the core, scalar computation in the expressions and may consist of arithmetic and
conditionals. For this rule, we can de"ne scalarf as

scalarf (𝑧,𝑖1,𝑖2) df= (if 𝑖2 then (if 𝑖1 then 𝑧 else 0) else 0) = (if 𝑖1 then 𝑧 else 0)

𝑧
df= Y[𝑑 ⇑→ fmap(𝑘,𝑐, 𝑛1, 𝑛2)] 𝑖1

df= fold(𝑙1,𝑐, 𝑛1, 𝑛2) 𝑖2
df= fold(𝑙2,𝑐, 𝑛2)

Based on the arguments to scalarf, we say scalarf has 1 access to Y and 2 conditions. Note that
there are 2 occurrences each of 𝑧 and 𝑖1 in the scalarf but we only care about distinct accesses and
conditions. Just like index transformers, scalarf is also independent of the rank of 𝑑 . This property
will be crucial for our bound computation algorithm. We use this observation to write Equation 9
in terms of scalarf and substitute it back in Equation 8 to get the validity condition of the rule:

↙ Y, 𝑛1, 𝑛2, 𝑛1 ′ 0 ≃ 𝑛2 ′ 0 →
↙𝑐, scalarf (Y[𝑑 ⇑→ fmap(𝑘,𝑐, 𝑛1, 𝑛2)], fold(𝑙1,𝑐, 𝑛1, 𝑛2), fold(𝑙2,𝑐, 𝑛2)) (10)
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Bound Computation. We "rst look at the validity condition of the rule when 𝑑 is instantiated with
some rank 𝑂 , i.e., valid(𝑂). We instantiate the aggregated-axis 𝑑 to 𝑑𝑅 , which contains 𝑂 named-axes,
say {1, · · · , 𝑂}. We also instantiate the input tensor, padding attributes, and the general access map.
Thus, we can rewrite valid(𝑂) as

↙ Y𝑅 , 𝑛𝑅1, 𝑛
𝑅
2, 𝑛

𝑅
1 ′ 0 ≃ 𝑛𝑅2 ′ 0 →

↙𝑐𝑅 , scalarf (Y𝑅 [𝑑𝑅 ⇑→ fmap(𝑘,𝑐𝑅 , 𝑛𝑅1, 𝑛𝑅2)], fold(𝑙1,𝑐𝑅 , 𝑛𝑅1, 𝑛𝑅2), fold(𝑙2,𝑐𝑅 , 𝑛𝑅2)) (11)

As noted before, scalarf, 𝑘 , 𝑙1, and 𝑙2 are independent of the rank of 𝑑 , so they remain unchanged
irrespective of the value of 𝑂 . We want to "nd a 𝑋 such that Equation 6 holds. The idea is to start
with [valid(𝑋) → valid(𝑋 + 1)] and try to "nd a 𝑋 which satis"es the induction hypothesis. We
instead work with its contrapositive,

valid(𝑋) → valid(𝑋 + 1) ∀ ¬valid(𝑋 + 1) → ¬valid(𝑋)

Intuitively, ¬valid(𝑂) is true if there is a counterexample for the rule at rank 𝑂 . We want to "nd
a su!cient 𝑋 such that we can lower a counterexample at rank 𝑋 + 1 (and all higher ranks) to a
counterexample at rank 𝑋 . On expanding the validity conditions using Equation 11, we get:

∃ Y𝑟+1, 𝑛𝑟+11 , 𝑛𝑟+12 , 𝑛𝑟+11 ′ 0 ≃ 𝑛𝑟+12 ′ 0
∧

∃𝑐𝑟+1,
¬scalarf (Y𝑟+1 [𝑑𝑟+1 ⇑→ fmap(𝑘,𝑐𝑟+1, 𝑛𝑟+11 , 𝑛𝑟+12 )], fold(𝑙1,𝑐𝑟+1, 𝑛𝑟+11 , 𝑛𝑟+12 ), fold(𝑙2,𝑐𝑟+1, 𝑛𝑟+12 ))

'
∃ Y𝑟 , 𝑛𝑟1 , 𝑛

𝑟
2 , 𝑛

𝑟
1 ′ 0 ≃ 𝑛𝑟2 ′ 0

∧
∃𝑐𝑟 ,

¬scalarf (Y𝑟 [𝑑𝑟 ⇑→ fmap(𝑘,𝑐𝑟 , 𝑛𝑟1 , 𝑛𝑟2 )], fold(𝑙1,𝑐𝑟 , 𝑛𝑟1 , 𝑛𝑟2 ), fold(𝑙2,𝑐𝑟 , 𝑛𝑟2 ))

This means:

• We are given a tensor Y𝑟+1 which has 𝑋 + 1 named-axes in 𝑑𝑟+1, and whose shape is of the
form Shape(Y) = {𝑑𝑟+1 ⇑→𝑁}, where𝑁 = {1 ⇑→ 𝑀1, · · · , 𝑋 + 1 ⇑→ 𝑀𝑟+1}

• We are given padding attributes 𝑛𝑟+11 and 𝑛𝑟+12 such that the precondition is satis"ed.
• We are given a map 𝑐𝑟+1 such that output tensors do not match at the access {𝑑𝑟+1 ⇑→ 𝑐𝑟+1}.
• We then need to construct a tensor Y𝑟 which has 𝑋 named-axes in 𝑑𝑟 . We also need to
construct padding attributes 𝑛𝑟1 and 𝑛𝑟2 such that the precondition is still satis"ed, and a map
𝑐𝑟 such that the output tensors do not match at the access {𝑑𝑟 ⇑→ 𝑐𝑟 }.

Counterexample Construction. Our counterexample construction algorithm involves projecting the
(𝑋 +1)-ranked RClass to a 𝑋-ranked RClass, i.e., we would choose 𝑋 named-axes from {1, · · · ,𝑋 + 1}.
There are 𝑋 + 1 such projections but all projections may not lead to a counterexample. We express
our construction through a set of equations and derive constraints on the projection.
Let ω ¬ {1, · · · ,𝑋 + 1} be a projection of size 𝑋 . The named-axes in ω are currently unknown.

We can then express the 𝑋-ranked attributes as follows: Shape(Y𝑟 ) = {𝑑𝑟 ⇑→ 𝑁 |ω}, 𝑐𝑟 = 𝑐𝑟+1 |ω ,
𝑛𝑟1 = 𝑛𝑟+11 |ω , and 𝑛𝑟2 = 𝑛𝑟+12 |ω . These are unknown as well. To construct a 𝑋-ranked counterexample, we
"rst make sure that the arguments to scalarf have the same values in both ranks. We equate scalarf
arguments in the 𝑋-ranked counterexample to the corresponding arguments in the (𝑋 + 1)-ranked
counterexample and collect constraints on ω. A constraint is a named-axis that needs to be in the
projection for the 𝑋-ranked counterexample to exist. Thus,
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• fold(𝑙1,𝑐𝑟 , 𝑛𝑟1 , 𝑛𝑟2 ) and fold(𝑙1,𝑐𝑟+1, 𝑛𝑟+11 , 𝑛𝑟+12 ) need to be equisatis"able. Let 𝐿1 be the set of
constraints we get from this equation. We "rst expand the de"nition of fold,

fold(𝑙1,𝑐𝑟+1, 𝑛𝑟+11 , 𝑛𝑟+12 ) =
𝑟+1∧
𝑅=1

𝑐𝑟+1 (𝑂) ′ 𝑛𝑟+11 (𝑂) + 𝑛𝑟+12 (𝑂)

fold(𝑙1,𝑐𝑟 , 𝑛𝑟1 , 𝑛𝑟2 ) =
∧
𝑞 ⇓ω

𝑐𝑟 ( 𝑃) ′ 𝑛𝑟1 ( 𝑃) + 𝑛𝑟2 ( 𝑃)

Let 𝑖 = fold(𝑙1,𝑐𝑟+1, 𝑛𝑟+11 , 𝑛𝑟+12 ), which contains 𝑋 + 1 clauses, and 𝑖 ↘ = fold(𝑙1,𝑐𝑟 , 𝑛𝑟1 , 𝑛𝑟2 ),
which contains 𝑋 clauses. The value of 𝑖 is known since it depends entirely on the (𝑋 + 1)-
ranked counterexample. Let 𝑗 be the number of clauses in 𝑖 which evaluate to true. The
remaining (𝑋 + 1) ↔ 𝑗 clauses evaluate to false. We do a case analysis on 𝑗 :
– 𝑗 < 𝑋 : 𝑖 is false for this case. We want 𝑖 ↘ to be false as well. We can see that for any
projection ω, 𝑖 ↘ will be false. There are no constraints in this case, so 𝐿1 = ∅.

– 𝑗 = 𝑋 : 𝑖 is false for this case. We want 𝑖 ↘ to be false as well. There is exactly one named-axis,
say 𝑛 , for which 𝑐𝑟+1 (𝑛) ′ 𝑛𝑟+11 (𝑛) + 𝑛𝑟+12 (𝑛) is false. 𝑛 needs to be in the projection for 𝑖 ↘ to
be false. Leaving out 𝑛 will make 𝑖 ↘ true, which is not desirable. For this case, 𝐿1 = {𝑛}

– 𝑗 = 𝑋 + 1: 𝑖 is true for this case, so we want 𝑖 ↘ to be true as well. We can see that for any
projection ω, 𝑖 ↘ will be true. There are no constraints in this case, so 𝐿1 = ∅.

As seen above, we get at most one constraint from this equation, so |𝐿1 | ∞ 1.
• fold(𝑙2,𝑐𝑟 , 𝑛𝑟2 ) and fold(𝑙2,𝑐𝑟+1, 𝑛𝑟+12 ) need to be equisatis"able. Let𝐿2 be the set of constraints
we get from this equation. We do a similar analysis and get at most one constraint from this
equation, so |𝐿2 | ∞ 1. The named-axes in 𝐿2 may or may not be same as named-axes in 𝐿1.

• Y𝑟 [𝑑𝑟 ⇑→ fmap(𝑘,𝑐𝑟 , 𝑛𝑟1 , 𝑛𝑟2 )] needs to be set to Y𝑟+1 [𝑑𝑟+1 ⇑→ fmap(𝑘,𝑐𝑟+1, 𝑛𝑟+11 , 𝑛𝑟+12 )]. This
does not introduce any constraint, irrespective of the projection. There could have been
constraints introduced if the scalarf had more than 1 access to Y. We discuss more about the
general case in §6.3.

The "nal set of constraints is computed as 𝐿 = 𝐿1 ↖ 𝐿2. If |𝐿 | > 𝑋 , then we cannot get a
valid projection. Thus, we need |𝐿 | ∞ 𝑋 for a valid counterexample lowering. We know that
|𝐿 | = |𝐿1 ↖ 𝐿2 | ∞ |𝐿1 | + |𝐿2 | ∞ 2. From this, we get 2 ∞ 𝑋 as a su!cient condition for a valid
counterexample lowering. Finally, we can fully construct the 𝑋-ranked counterexample as follows:

• Projection: The named-axes in 𝐿 need to be a part of the projection ω, but the other axes
are unspeci"ed. To get the "nal projection ω, extend 𝐿 by any 𝑋 ↔ |𝐿 | named-axes from
{1, · · · ,𝑋 + 1} 𝐿 .

• Tensor shapes and attributes: Compute the 𝑋-ranked attributes as follows: Shape(Y𝑟 ) =
{𝑑𝑟 ⇑→ 𝑁 |ω}, 𝑐𝑟 = 𝑐𝑟+1 |ω , 𝑛𝑟1 = 𝑛𝑟+11 |ω , and 𝑛𝑟2 = 𝑛𝑟+12 |ω . This ensures that the shape and the
access map are valid and the precondition is satis"ed in the 𝑋-ranked counterexample.

• Tensor values: Let 𝑉 = Y𝑟+1 [𝑑𝑟+1 ⇑→ fmap(𝑘,𝑐𝑟+1, 𝑛𝑟+11 , 𝑛𝑟+12 )]. We only require Y𝑟 to have the
value 𝑉 at the access {𝑑𝑟 ⇑→ fmap(𝑘,𝑐𝑟 , 𝑛𝑟1 , 𝑛𝑟2 )} and the values at other points are unspeci"ed.

Therefore, for all 𝑋 ′ 2, valid(𝑋) implies valid(𝑋 + 1). This allows us to reduce the unbounded-
veri"cation proof obligation to two bounded-veri"cation proof obligations: valid(1) and valid(2).

6.3 Bound Computation for the General Case
In §6.2, we derived a bound for the P0,L$4C$65&"! rule and reduced the unbounded-veri"cation
proof obligation to bounded-veri"cation proof obligations. This section "rst presents a theorem
for unbounded veri"cation for a general rewrite rule and an algorithm to compute a bound in the
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general case. We then brie$y discuss how we handle the complexities of the general case. The
detailed proof is in Appendix E. The I"7!%B$/", routine is described in Algorithm 1.

Lemma 1. Let 𝑕 be any rewrite rule written in our DSL. Let 𝑁 be a map containing ranks of
RClasses in 𝑕. For any RClass 𝑣 in the rule, if 𝑋 = I"7!%B$/",(𝑕, 𝑣), then

↙𝑂 ′ 𝑋, valid(𝑁[𝑣 ⇑→ 𝑂]) → valid(𝑁[𝑣 ⇑→ 𝑂 + 1])

Here,𝑁[𝑣 ⇑→ 𝑃] denotes the map where the rank of 𝑣 is updated to 𝑃 , while all other ranks are
unchanged. In other words, for all 𝑂 ′ 𝑋 and for any ranks of the other RClasses, if the rule is valid
when 𝑣 has rank 𝑂 , then it implies that the rule is valid when 𝑣 has rank 𝑂 + 1. Lemma 1 allows us to
use 𝑋-induction on the RClass ranks to verify the rule for arbitrary ranks of all RClasses.

Theorem 2. Let 𝑕 be any rewrite rule written in our DSL. If 𝑣1 · · · 𝑣𝑄 are the RClasses appearing
in the rule and 𝑋𝑅 = I"7!%B$/",(𝑕, 𝑣𝑅 ) for all 𝑂 ⇓ {1 · · · 𝑤}, then 𝑕 is a valid rule in the unbounded
setting if and only if ∧

1∞𝑍1∞𝑟1
· · ·

∧
1∞𝑍𝑀 ∞𝑟𝑀

valid({𝑣1 ⇑→ 𝑗1, · · · , 𝑣𝑄 ⇑→ 𝑗𝑄 })

This follows from using Lemma 1 as induction hypothesis for all RClasses.

The I"7!%B$/", routine in Algorithm 1 takes a rewrite rule 𝑕 and RClass 𝑣 as input. On line 3, we
use the T!"#$%#W&)(RC+0## subroutine to get all the input tensors which have an aggregated-axis
having the RClass 𝑣 . We iterate through all the tensors in lines 4-9. For each tensor, we use the
N/6T!"#$%A11!## subroutine to get the number of distinct accesses to that tensor and add its
contribution to the bound. On line 10, we use the N/6C$",# subroutine to get the number of
conditions having an aggregated-axis with the RClass 𝑣 and add it to the bound. We also make sure
that the computed bound is at least 1 since we do not want empty aggregated-axes.

We now brie$y discuss the complexities that we encounter while tackling a general rewrite rule
and how the bound computed by this algorithm is su!cient.

Algorithm 1: Computing the bound for an
RClass
Inputs : Rewrite rule 𝑕 & RClass 𝑣
Output : 𝑖𝑦𝑚𝑀𝑡 , i.e., a su!cient rank for 𝑣

1 Function I"*!%B$+", (𝑕, 𝑣) :
2 𝑖𝑦𝑚𝑀𝑡 ℜ 0;
3 𝑅𝑘𝑀𝑟𝑦𝑗𝑟 ℜ T!"#$%#W&)(RC+0##(𝑕, 𝑣);
4 for 𝑅 ⇓ 𝑅𝑘𝑀𝑟𝑦𝑗𝑟 do
5 𝑀 ℜ N/6T!"#$%A11!##(𝑕, 𝑅);
6 if 𝑀 > 1 then
7 𝑖𝑦𝑚𝑀𝑡 ℜ 𝑖𝑦𝑚𝑀𝑡 +

(𝑇
2
)
;

8 end
9 end

10 𝑖𝑦𝑚𝑀𝑡 ℜ 𝑖𝑦𝑚𝑀𝑡 + N/6C$",#(𝑕, 𝑣);
11 return M03(𝑖𝑦𝑚𝑀𝑡, 1)
12 End Function

Arbitrary Operator Compositions. For
any rule written in our DSL, we can sym-
bolically evaluate both LHS and RHS ex-
pressions under a general, valid access.
We observe that the result can be ex-
pressed in terms of a scalarf function,
which could have any number of accesses
and conditions, similar to the P0,L$4*
C$65&"! rule. Therefore, we need to ap-
propriately handle arbitrary number of
accesses and conditions.

Arbitrary Number of Conditions. In gen-
eral, a rule could have an arbitrary num-
ber of conditions, say 𝑁. Similar to the
P0,L$4C$65&"! rule, we observe that
any condition introduces at most 1 con-
straint. We assume that all𝑁 conditions
are independent and we get𝑁 constraints
in the worst case.
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Arbitrary Number of Tensor Accesses. In general, a rule could have an arbitrary number of accesses,
say 𝑀, to a tensor. We need to make sure that during the projection, accesses containing unequal
values do not get projected down to the same point in the tensor, since a point cannot have two
di#erent values. We do a pairwise analysis of the accesses (

(𝑇
2
)
such pairs) and each pair can give at

most 1 constraint. Thus, we get
(𝑇
2
)
constraints from the accesses in the worst case.

Arbitrary Number of RClasses. In general, a rule could have any number of aggregated-axes
and RClasses. This would require computing the minimum rank for each RClass. We do so by
analyzing each RClass in isolation, i.e., "nding a su!cient 𝑋 for which we can do a (𝑋 + 1) to 𝑋
counterexample projection while keeping the ranks of other RClasses unchanged. The bound for
this case would be

(𝑇
2
)
+𝑁, where 𝑀 is the number of accesses and𝑁 is the number of conditions

in which the RClass appears. The computed bound is independent of the ranks of the other
RClasses. Therefore, to ensure correctness in the unbounded setting in presence of multiple
RClasses, bounded-veri"cation instances corresponding to all possible combinations of RClass
ranks within the bounds need to be veri"ed. This means that if 𝑣1 · · · 𝑣𝑄 are the RClasses appearing
in a rule 𝑕 and 𝑋𝑅 = I"7!%B$/",(𝑕, 𝑣𝑅 ) for all 𝑂 ⇓ {1 · · · 𝑤}, then we need to verify

∏𝑄
𝑅=1 𝑋𝑅 number

of bounded-veri"cation instances.
Arbitrary Number of Input Tensors. In general, a rule could have any number of input tensors. We

still analyze each RClass in isolation, but while counting the number of accesses, we only consider
accesses to the tensors which contain that RClass. We also make the observation that accesses
across tensors do not lead to any constraints, which allows us to do a pairwise analysis of accesses
per tensor. We then add the contribution of each tensor to the bound. This is necessary since we
take the union of all constraints from all tensors.

6.4 Bounded Verification of Rewrite Rules
We reduced the unbounded-veri"cation proof obligation to a "nite set of bounded-veri"cation
proof obligations in §6.3. T!"#$%R&’() infers a su!cient rank for every RClass and instantiates
them with all ranks up to that bound, so we end up with "xed-rank but arbitrary-sized tensors.
We handle tensors of unbounded size using uninterpreted functions from accesses to values. For
any rewrite rule, T!"#$%R&’() symbolically executes the LHS and RHS tensor expressions using
operator semantics and interprets them under a general access with symbolic indices, chosen
from the domain of accesses of the two expressions. During the symbolic execution, T!"#$%R&’()
decomposes the veri"cation into two kinds of checks below.

Checks performed during symbolic execution. Each tensor operator constructs the shape of the
output tensor using the shapes of the input tensor(s). T!"#$%R&’() checks that the "nal LHS and
RHS tensors have the same rank and the same named-axes, i.e., (= (axes lhs) (axes rhs)).
This check is performed entirely by the symbolic execution engine, rather than by the solver.

Checks delegated to the SMT solver. During symbolic execution, T!"#$%R&’() collects assertions
which are then sent to an SMT solver as veri"cation conditions. These assertions check that the
axes sizes for LHS and RHS are the same; that accesses fall within axes sizes; and that the values
stored in tensor expressions are the same. These veri"cation conditions are described below:

• Assertions related to axes sizes: under the precondition, assuming LHS is valid, assert that
the LHS shape and RHS shape are the same. This can be represented as (=> (&& precond
lhsValid) (= (shape lhs) (shape rhs))). Asserting the equality of two shapes involves
checking if the shapes have the same named-axes and the corresponding axes have the same
sizes. As discussed, the former check is done entirely by the symbolic execution engine.
However, the solver is needed for the latter check.
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• Assertions related to access ranges: under the precondition, assuming LHS is valid, all valid
accesses to LHS lead to valid accesses to RHS. This can be represented as (=> (&& precond
lhsValid lhsAccessValid) rhsAccessValid).

• Assertions related to "nal tensor expressions: under the precondition, assuming that LHS is
valid, RHS should be valid and they contain the same values under a general access. This can
be represented as (=> (&& precond lhsValid) (&& rhsValid rewriteEquivalent)).

If the symbolic execution and SMT checks succeed, the rule is deemed veri"ed for that rank.

6.5 Verifying Rules with Reduction Operators
As discussed in §5, automatically verifying expressions with reductions is challenging because:

• The sizes of reduced axes are unbounded.
• Reductions can be performed in multiple steps, such as when tiling the tensors or distribut-
ing reduction over concatenation. One such example is the rule reduce(concat(A,B)) ↑
reduce(concat(reduce(A), reduce(B))).

In T!"#$%R&’(), the key idea to verify rewrite rules with reductions is to represent the reduction
results as uninterpreted reduction elements, Red𝑒 𝑒 (𝑓 ) (see §5). We observe that the equivalence of
two reduction elements Red𝑒 𝑒 (𝑓 ) and Red𝑝𝑙(𝑢 ), can often be proven by showing that the LHS
and RHS are sums of the same values, i.e., 𝑒 (𝑓 ) and 𝑙(𝑢 ) represent the same (multi-)set.
One way to prove set equivalence is to establish a bijection between 𝑓 and 𝑢 and show each

pair of values in 𝑒 (𝑓 ) and 𝑙(𝑢 ) are equal, regardless of tensor instantiation and operator attributes.
In T!"#$%R&’(), the user provides a relation between 𝑓 and 𝑢 as a hint. We then use an SMT
solver to verify that it is a bijection: (1) for all valid 𝑑 ⇓ 𝑓 , a unique 𝑧 ⇓ 𝑢 exists under the relation,
and vice versa and (2) the relation can take on all valid 𝑑 ⇓ 𝑓 and 𝑧 ⇓ 𝑢 . After establishing the
bijection, we prove each pair of elements 𝑒 (𝑑) and 𝑙(𝑧) are always the same, regardless of tensor
instantiation. Successfully passing the checks reduces our proof to the case discussed in §6.4.
A majority of rules with reductions (13 out of 17) in our system can be proven by establishing

the bijection with user-provided hints. However, there are rules where bijectivity cannot be proven
due to limitations of SMT solvers on quanti"ed formulas (1 out of 17), or no such bijection relation
exists due to the fact that the cardinalities of the sets of valid reduction indices in LHS and RHS
are di#erent (3 out of 17). In these cases, it is up to the user to further complete the proof of set
equivalence based on the veri"er output. Note that this is generally much easier than proving full
correctness from scratch.

7 Discussion
Choice of Tensor Compiler. We chose XLA since it is a production quality compiler and is integrated

into leading ML frontend-frameworks like TensorFlow, PyTorch, and JAX. The XLA compiler takes
model graphs from these frontends and converts them into XLA-HLO, which is much more expressive
than these frameworks. Operators in these frameworks either have direct counterparts in XLA-HLO
(e.g., concat, expand, slice), or can be expressed using existing XLA-HLO operators (e.g., squeeze,
shrink, split). Some XLA-HLO operators aremore general than their counterparts in other frameworks.
For instance, tf.tensordot in TensorFlow allows specifying only the contracting axes, whereas
DotGeneral in XLA-HLO allows specifying both contracting and batch axes. tf.pad in TensorFlow
and Pad in ONNX allow specifying only low and high padding attributes, whereas pad in XLA-HLO
allows specifying interior padding as well. Moreover, many operators in the jax.lax module [9] are
thin wrappers around equivalent XLA-HLO operators. As for other IR frameworks like ONNX [10],
their operators also are either similar to XLA-HLO operators, or can be expressed using XLA-HLO
operators. Therefore, XLA-HLO supports a more general set of operators than other frameworks.
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Minimum vs Su"cient Rank for Unbounded Veri!cation. §6.3 shows how we can use the I"7!%*
B$/", routine to compute a bound for every RClass in a rewrite rule and get a set of bounded-
veri"cation instances. These bounded-veri"cation instances are su!cient to imply correctness in
the unbounded setting. It is worth noting that this computed bound is only a su"cient rank and not
the minimum rank required for such a property to hold. For instance, in §6.2, we compute a bound
for the P0,L$4C$65&"! rule by calculating the number of conditions and the number of accesses.
We assume the two conditions to be independent, each contributing 1 constraint in the worst case,
hence getting 2 as the "nal bound. However, we observe that given the precondition, the condition
𝑖1 implies the condition 𝑖2, which reduces the bound to 1. In general, the conditions may have
dependencies and such insights can help us derive a smaller, or maybe even the minimum bound.

8 Evaluation
We evaluated the T!"#$%R&’() veri"cation framework on the following aspects:

• Q1: How expressive is T!"#$%R&’() DSL compared to other automatic tensor graph rewrite
veri"cation systems? (§8.1)

• Q2: How good is T!"#$%R&’() at performing unbounded veri"cation? (§8.2)
• Q3: Can T!"#$%R&’() be used to aid compiler developers in rapid development? (§8.3)

To answer these questions, we selected all rules from the XLA’s Algebraic Simpli"er (AS) for
evaluation. The AS rewrite pass has 175 rules. These rules are implemented to speed up execution
and allow further optimizations like fusion in other compiler passes.

8.1 Expressiveness of T!"#$%R&’() DSL
We compared the expressiveness of T!"#$%R&’() with two other automatic tensor graph rewrite
engines, TASO [20] and PET [38], across all the 175 rules. These rules are categorized into 5 classes,
as shown in Table 1. We assessed whether each system can represent rules from these classes.
While TASO and PET do not support automatic, unbounded veri"cation, we evaluated whether
they can express these rules. We found that TASO can represent 14 rules, and PET can represent 18
rules. Comparatively, T!"#$%R&’() can represent 121 rules.
We also checked whether TASO and PET can perform bounded veri"cation on the rules they

can represent. TASO and PET can prove 6 and 16 rules, respectively. In contrast, T!"#$%R&’()
veri"ed 115 rules in an unbounded setting. Veri"cation statistics are detailed in §8.2.

Categories. Table 1 categorizes all the rules into 5 classes and summarizes representable rules
in the systems. Numbers in parentheses indicate veri"able rules, with T!"#$%R&’() supporting
unbounded veri"cation and others using bounded veri"cation strategies. There are two high-level
classes: element-wise and non-element-wise rules. Element-wise rules are expressed with element-
wise arithmetic operations. They are further divided into rules with basic operators (e.g., +, ↓,
div, rem) and rules with advanced operators without good support by solvers (e.g., exp, power).
Non-element-wise rules involve operators that change axes sizes or perform reductions. This
category is further divided into reductions (e.g., conv, dot, and reduce), layout-sensitive operators
(e.g., reshape, bitcast), and others. We separately categorized rules with preconditions. Note that
rules with preconditions usually perform non-element-wise operations.

T!"#$%R&’(). We implemented T!"#$%R&’() in Haskell using the Grisette [29] symbolic evalu-
ation engine. We represented 121 rules in T!"#$%R&’() and veri"ed 115 of them in the unbounded
setting, using Z3 [15] for most veri"cations and cvc5 [6] for one advanced element-wise rule.

Table 1 shows that T!"#$%R&’() was able to represent 46 element-wise simple rules and veri"ed
45 of them. In the advanced element-wise class, T!"#$%R&’() was able to verify only one rule
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Table 1. Number of supported rules per disjoint category. The numbers in parentheses indicate rules that
have been implemented and verified. † means verified using cvc5 solver.

Category (disjoint) Number of Supported Rules
XLA T!"#$%R&’() TASO PET

Elementwise: simple 56 46 (45) 11 (5) 11 (11)
Elementwise: advanced 10 1 (1†) 0 (0) 0 (0)

Non-elementwise: reductions 22 20 (17) 0 (0) 2 (0)
Non-elementwise: layout-sensitive 29 0 (0) 0 (0) 2 (2)

Non-elementwise: others 58 54 (52) 3 (1) 3 (3)

Rules with Preconditions 61 40 (34) 0 (0) 0 (0)

Total 175 121 (115) 14 (6) 18 (16)

involving exp with cvc5. The limitations are due to unsupported operators in Z3 or cvc5 (e.g., log,
power) and the inability to reason about precision of $oating point expressions e!ciently.
Among non-element-wise rules, T!"#$%R&’() was able to represent 74 and veri"ed 69 rules.

For reduction rules, 20 rules were represented, with 3 unproven due to insu!cient normalization
lemmas and handling cases with extra zeroes. T!"#$%R&’() DSL cannot represent layout-sensitive
rules. We further discuss this in §10. The unsupported rules in the other category are due to
unimplemented operators (e.g., sca#er, gather), while two rules failed to verify due to timeouts.

Comparison to PriorWorks. We compared T!"#$%R&’()with TASO and PET, which use axiomatic
and statistical proof mechanisms, respectively. Table 1 shows that T!"#$%R&’()was able to support
signi"cantly more rules than TASO and PET. The main hurdles for TASO and PETwere unsupported
operators, too strict operator de"nitions (e.g., not supporting all the attributes for dot and conv),
and inability to handle preconditions. Unlike T!"#$%R&’(), TASO and PET cannot express rules
requiring preconditions, precluding them from supporting 61 XLA rules.

The axiomatic approach requires axioms to prove equivalence of tensor expressions. Out of the
14 representable rules, 8 rules needed new axioms in TASO. It can be even more cumbersome for
an axiomatic approach like TASO when we need new axioms with preconditions.
The statistical approach in PET has bene"ts and drawbacks. It does not need veri"cation con-

ditions proven by SMT solvers, making it potentially more $exible for operations not modeled
in SMT. However, PET can only verify linear expressions, which limits its scope. It is potentially
feasible to add support for preconditions by only generating test inputs meeting the precondition.

8.2 Verification Capabilities of T!"#$%R&’()
Experimental Setup. All evaluations were conducted on a system equipped with an Intel Core

i9-13900K processor and 128GB of RAM. We supported boolean, integer, and real-valued tensors
in our DSL, and we veri"ed the rules for all valid tensor types for that rule. The timeout per SMT
solver query was set to 10 seconds.

Out of the 121 rules that we can express in our DSL, we implemented 118 rules and veri"ed 115
rules in the unbounded setting. Fig. 10a shows cumulative distribution of total veri"cation times for
the 115 veri"ed rules. T!"#$%R&’() was able to verify 108 rules under 1 second, with veri"cation
times ranging from a minimum of 0.023 s to a maximum of 23.33 s. Fig. 10b shows the number of
bounded-veri"cation proof obligations (tasks) discharged for the veri"ed rules. The number of
tasks is simply the product of the computed bounds of all RClasses in a rule. 110 of the rules only
required 1 task to guarantee correctness in the unbounded setting.
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Fig. 10. (a) The cumulative distribution of total verification time and (b) the number of tasks (bounded-
verification proof obligations) discharged.

T!"#$%R&’() was unable to verify 6 rules. This included 3 timeouts, mainly due to those rules
having operators like div and rem, which solvers are slow at handling. The remaining 3 rules (not
implemented) cannot be proven correct due to missing rules on reduction elements.

8.3 Generalizing Rewrite Rules
Using T!"#$%R&’(), we found that some XLA rewrite rules are overly constrained. Compiler
engineers intentionally impose these constraints to avoid reasoning about cases where spurious
bugs might be introduced. We used T!"#$%R&’() to generalize the following rule by relaxing its
precondition.

FoldConvInputPad(XLA):
let 𝑄𝑂𝑃 = 𝑄𝑃 + 𝑄𝑃𝑄 in
let 𝑄𝑂𝑁 = 𝑄𝑁 + 𝑄𝑁𝑄 in

conv(pad(𝑅, 0, 𝑄𝑃𝑄 , 𝑄𝑁𝑄 , 𝑄𝑅𝑄 ), 𝑅 ↘,
𝑆, 𝑇 ,𝑈, 𝑄𝑃 , 𝑄𝑁, 𝑄𝑅 , 𝑄

↘
𝑅 )

=↑
𝑄𝑅𝑄 = 0 ≃ 𝑄𝑅 = 1

conv(𝑅, 𝑅 ↘,𝑆, 𝑇 ,𝑈,
𝑄𝑂𝑃 , 𝑄𝑂𝑁, 𝑄𝑅 , 𝑄

↘
𝑅 )

FoldConvInputPad(Generalized):
let 𝑄𝑂𝑃 = 𝑄𝑃 + 𝑄𝑅 ↗ 𝑄𝑃𝑄 in

let 𝑄𝑂𝑁 = 𝑄𝑁 + 𝑄𝑅 ↗ 𝑄𝑁𝑄 in

let 𝑄𝑂𝑅 = 𝑄𝑅 + 𝑄𝑅 ↗ 𝑄𝑅𝑄 in

conv(pad(𝑅, 0, 𝑄𝑃𝑄 , 𝑄𝑁𝑄 , 𝑄𝑅𝑄 ), 𝑅 ↘,
𝑆, 𝑇 ,𝑈, 𝑄𝑃 , 𝑄𝑁, 𝑄𝑅 , 𝑄

↘
𝑅 )

=↑
conv(𝑅, 𝑅 ↘,𝑆, 𝑇 ,𝑈,

𝑄𝑂𝑃 , 𝑄𝑂𝑁, 𝑄𝑂𝑅 , 𝑄
↘
𝑅 )

Fig. 11. Fold input pad into conv.

Fig. 11 (top) presents the F$+,C$"-I"./)P0, rule as
it exists in XLA using the T!"#$%R&’() DSL notation.
The goal of the rule is to fold the pad operator into the
operand arguments of conv itself (XLA-HLO convolutions
support padding as operands). This rule does not support
internal padding in the input tensor and gives up if
this constraint is violated. This is largely because it is
non-trivial to think about how the internal padding gets
folded into the dilation attribute. T!"#$%R&’()was able
to prove a more general version of this rule as shown in
Fig. 11 (bottom). The di#erences are put in boxes.
The key to generalizing the rule is to calculate the

padding arguments that get fed into the conv operator.
This is a function of the pad operator’s interior, high,
and low padding, as well as padding that may already
exist in the conv operator. Fig. 11 (bottom) shows how to
calculate the maps 𝑄𝑂𝑃 , 𝑄𝑂𝑁, 𝑄𝑂𝑅 for the rule to be general.
These maps are more complicated than the non-general
version, but this allows the compiler writer to get rid
of the precondition of the rule shown in Fig. 11 (bot-
tom). It is not immediately clear why this formulation
might be correct. Therefore, we encode it in our Grisette
implementation and successfully prove that the generalized rule with these calculations is valid.
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9 Related Works
T!"#$%R&’() is inspired by prior works on representing and verifying compiler transformations.

Tensor Language Formalisms. Glenside [37] formalizes the syntax and provides a composable
abstraction to represent tensor graph rewrites in a purely functional form. TASO [20] uses s-
expression based representations to functionally model tensor operators. It does not provide
semantics for tensor operators and mostly relies on axioms built around the operators to perform
veri"cation related tasks. Such an axiomatic approach would not scale with addition of new tensor
operators, as it requires axioms describing operator properties and how the operators interact
with each other. T!"#$%R&’() on the other hand only requires the users to specify operator
semantics for every new operator once. PET [38] veri"es rewrites rule via a statistical approach.
PET symbolically infers the bounding boxes of the output tensor, where each box contains elements
represented by the same linear expression of its input elements. Leveraging the linear property,
PET statistically veri"es the equivalence of the corresponding boxes by checking𝑁 + 1 speci"c
positions in the box, where𝑁 is the number of axes of the output tensor.

There have been many works providing semantics for hardware instructions [14, 19] or general
purpose compiler IRs such as LLVM IR [42]. ATL [25] is among the "rst works to provide denota-
tional semantics to model a tensor language. It is closely modeled after the widely adopted Halide
language [32]. In contrast, T!"#$%R&’() models its core language around the production XLA
compiler’s High Level Operators. To the best of our knowledge, it is the "rst formalism supporting
XLA-HLO’s operators in their full generality, modeling all the parameterizations of operators. Similar
to ATL, T!"#$%R&’() provides denotational semantics of tensor operators with arbitrary rank and
size, which is key to the proof that reduces unbounded veri"cation into a bounded setting.

Veri!cation of Rewrites with Proof Assistants. ATL [25] is among the "rst works to successfully
prove correctness of tensor graph rewrites with input tensors of arbitrary shape using the Coq proof
assistant. Comparatively, T!"#$%R&’() does automatic veri"cation given the rewrite speci"cation
and accepts preconditions which are prevalent in practical rewrite rules developed by compiler
engineers. We note that ATL’s Coq based approach supports layout-sensitive rewrites such as those
that involve reshapes, which T!"#$%R&’() does not cover currently. We provide a methodology to
support those operators in §10. There are examples from other domains on mechanized proofs on
rewrite systems, covering relational algebra [7, 16] and compiler construction tools [18].

Automated Veri!cation of Rewrites. We take inspiration from many successful works focusing on
automatically verifying rewrites for di#erent program representations, mainly with the aid of SMT
solvers. Alive [28] focuses on verifying rewrite rules in LLVM’s Instruction Combiner pass, which
is LLVM’s peephole optimization. They mainly focus on scalar LLVM IR instructions. Many works
on superoptimization use automated veri"cation of rewrites as part of their synthesis process.
For example, the STOKE project [35] and others [5] verify rewrites expressed in x86 instructions,
Souper [34] veri"es rewrites expressed in LLVM IR instructions, Minotaur [27] extends this to
vector LLVM IR instructions and [30] proves rewrite rules in Halide IR. TASO [20], PET [38],
and TENSAT [41] are examples of systems that automatically synthesize tensor graph rewrites.
T!"#$%R&’() is in$uenced by the success of these systems and for the "rst time proposes an
automated process for verifying tensor graph rewrites on input tensors of arbitrary ranke and size.
Further, T!"#$%R&’() is the "rst system to incorporate preconditions in its veri"cation process.
Compiler Veri!cation. There is a lot of work in building veri"ed general-purpose compilers.

CompCert [24] is a formally veri"ed C compiler with many veri"cation e#orts and extensions [17,
22, 39, 40]. CakeML [23] is a formally veri"ed ML compiler. There are works on building associated
veri"ed transformations [21, 42, 43]. Comparatively, less works have explored verifying compiler
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transformations in tensor compilers. ATL [25, 26] is one of the "rst successes on this front that builds
upon a proof-assistant-aided veri"cation process. To the best of our knowledge, T!"#$%R&’()
is one of the "rst e#orts at automatically verifying tensor graph rewrites closely resembling the
industrial strength XLA tensor compiler.

10 Limitations and Future Work
Currently, T!"#$%R&’() does not support layout-sensitive rules with operators like reshape or
bitcast, which change operand layouts or do not respect element boundaries. The reshape operator
is particularly challenging to verify because it can collapse or $atten an arbitrary number of axes,
complicating the representation and veri"cation of rank-polymorphic rules. This complexity arises
because reshape changes the interpretation of the input tensor by linearizing and de-linearizing
its accesses, depending on the rank of input. However, some reshape rules in XLA do not use the
operator’s full generality. This suggests a pragmatic approach to extend T!"#$%R&’() to support
these simpler cases, addressing much of its practical usage in XLA. The exploration of reshape’s full
generality is left as potential future work.
As shown in §6.5, T!"#$%R&’() can currently verify a subset of reduction rules. Users need

to provide hints to establish relations between reduction indices, satisfying assumptions like no
duplicate values being reduced or 1-1 relations. However, there are limitations, such as handling
cases with extra zeroes being reduced, di!culty in proving bijectivity due solver limitations, and
instances where no bijection relation exists. In these cases, users need to complete the proof of
set equivalence based on veri"er output, which is generally easier than proving full correctness
from scratch. Future work may explore better proof strategies for reduction rules, possibly using a
𝑋-induction approach to establish bounds and "nitize sizes for reduction axes.

11 Conclusion
In this paper, we presented T!"#$%R&’(), the "rst automatic veri"cation system that allows users to
succinctly express and verify tensor graph rewrite rules in their full generality. To do so, we designed
T!"#$%R&’() DSL, which allows speci"cation of rank- and size-polymorphic rewrite rules using a
novel axis de"nition, called aggregated-axes. T!"#$%R&’() DSL consists of highly parameterized
tensor operators, closely resembling those in XLA-HLO. We also provided denotational semantics
for T!"#$%R&’() DSL and used them to convert the unbounded-veri"cation proof obligation to
a "nite set of bounded-veri"cation proof obligations. To the best of our knowledge, this is the
"rst time a sizable subset of tensor operators from a production-quality tensor IR (XLA-HLO) was
formalised. We demonstrated that T!"#$%R&’() can verify the majority of complex rewrite rules
from the production XLA compiler’s algebraic simpli"er in the unbounded setting, vastly surpassing
the closest automatic, bounded-veri"cation technique.

12 Data-Availability Statement
An artifact [3] associated with this paper was evaluated and is freely available.
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